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Alternative ways of complexifying a real Hilbert space and quatemionizing a complex Hilbert 
space are described. The work gives some insight into why even though in the finite­
dimensional case a complex Hilbert space when viewed as a real Hilbert space and a 
quaternionic Hilbert space when viewed as a complex Hilbert space have twice their original 
dimensions, the degrees of freedom of the linear operators remain unchanged. Many 
ramifications are discussed, among them the reconciliation of the linearity of the adjoint of a 
semilinear (antilinear) map from one complex Hilbert space to another with the semilinearity 
(antilinearity) of the adjoint ofa semilinear (antilinear) map from one complex Hilbert space 
to itself. Groundwork is prepared for the study of the noncommutative algebra of additive 
operators on a quatemionic Hilbert space. 

I. INTRODUCTION 

Recent works of Horwitz and Biedenharn I and Adle~ 
have revived interest in the quatemionic Hilbert space as a 
candidate for modeling certain quantum phenomena. A 
study of the spectral properties of unitary operators on a 
quaternionic Hilbert space was undertaken by Coulson and 
the present author,3 and the present work owes its origin to 
some of the questions asked by the referee of Ref. 3. Though 
those questions were partially answered in that paper, it soon 
became clear that there exists considerable misunderstand­
ing of the situation and the literature on the subject is far too 
sparse. A complete and systematic study of the complexifi­
cation of a real Hilbert space and of the quaternionization of 
a complex Hilbert space is, therefore, called for, and the 
present work is an attempt to answer that call. 

There are two extreme views on the complexification of 
a real Hilbert space. It has been claimed by a group of ex­
perts, who prefer to remain anonymous, that everything that 
can be proved about a complex vector space can be proved by 
regarding it as a real vector space, and "it would make no 
difference if multiplication of complex numbers had never 
been invented." On the other hand, a school ofthought led 
by Hawking4 believes that complexification of manifolds is 
one of the most fundamental structures discovered by man, 
and in it lies the key to a real understanding of relativity and 
phenomena governed by it. It is manifestly clear that al­
though a complex vector space is also real and hence has all 
the properties which a real vector space has, there are many 
properties which are peculiar to a complex vector space; fur­
thermore, if a complex vector space is regarded as a real 
vector space, the dimension, at any rate in the finite-dimen­
sional case, doubles, yet all linear operators retain their origi­
nal degrees of freedom. 

As far as we know, no corresponding views have been 
expressed about quaternionizing a complex or a real vector 
space, but peculiarities particular to a quaternionic vector 
space are likely to be even greater. 

There are two ways of complexifying a real vector space. 
The difference in the two approaches is most readily evident 

in the finite-dimensional case, where the dimension remains 
the same in the first approach and halves in the other. There 
are two corresponding approaches to quaternionizing a 
complex vector space. We study both these approaches in 
some detail in the case where the vector space has an inner 
product defined on it, and in particular we examine what 
happens to various linear operators defined on the original 
space. 

In the second of the two approaches, the complex struc­
ture is defined through a linear isomorphism i defined on the 
real vector space in such a way that e = - I, where I is the 
identity operator. When the vector space is an inner product 
space i is an orthogonal operator. In this approach, defining 
a quaternionic structure, hereafter called a symplectic struc­
ture, on a complex inner product space requires a corre­
sponding operator j that is semiunitary (also called antiuni­
tary), that is, an isometry that is semilinear (also called 
antilinear). Though semilinear operators are increasingly 
used in quantum theory, we found the definition of the ad­
joint of such an operator in the footnote of only ones of the 
many books on algebra and quantum theory we consulted. 
This definition, which requires such an adjoint to be semilin­
ear, seemed to be in starkcontradiction with the definition of 
an adjoint of an additive map, of which both linear and semi­
linear maps are particular cases, which requires such an ad­
joint to be linear and was proposed by Pian and this author.6 

We have, therefore, made a deeper study of the problem and 
resolved the contradiction, which is more apparent than 
real. We take the view that the definition of Ref. 6 is the more 
primitive concept from which that of Ref. 5 can be deduced. 
Noting that an R-module is a linear space in which the sca­
lars are members of a ring R, another reason for looking at 
the properties of semilinear operators in some detail is that 
without such operators it is impossible to construct an opera­
tor algebra (that is, an R-module that is also a ring) in a 
quaternionic Hilbert space. The work that follows prepares 
the groundwork for the study of such an algebra. 

For actual applications of quaternionic inner product 
and Hilbert spaces to quantum theory we refer the reader 
back to the excellent accounts in Refs. 1 and 2. 
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II. FORMALITIES 

We denote the fields of real and complex numbers by R 
and C, respectively, and the skew field of quatemionic 
numbers by H. Elementary properties of quatemions are de­
scribed in Ref. 3. 

Let K be a vector space over F where F = R, C, or H. 
We define a positive definite Hermitian form on K by 

( , ):KXK-+F, 

(pu,qv) = p(u,v)q*, 

(u + v,w) = (u,w) + (v,w), 

(u,v)* = (v,u), 

(u,u) = 0 only if u = 0, 

(2.1 ) 

(2.2) 

(2.3) 

(2.4) 

where p* = p if F is real, p* is the complex conjugate of p if F 
is complex, and p* is the quatemionic conjugate of p if F is 
quatemionic. 

Let KI and K2 be Hilbert spaces over F. We say that a 
map L: KI-+K2 is additive if and only if, for all u,veKl , 

L(u + v) = L(u) + L(v). 

If, in addition, the map L satisfies 

L(pu) = pL(u), 

(2.5) 

(2.6) 

for all peF and all UeJY'I' then it is called linear. If, on the 
other hand, L satisfies 

L(pu) = p*L(u), (2.7) 

for all peF and all UeJY'I' then it is called semilinear or anti­
linear. 

It was proved by Pian and this author7 that in the com­
plex case every additive continuous map from KI to K2 is a 
direct sum of a linear and a semilinear continuous map from 
KI to K 2• (Reference 7 was in the more general context of 
Banach spaces of which Hilbert spaces are particular cases.) 

A map from a Hilbert space K to itself will be called an 
operator on K. 

Let A be either a linear or a semilinear operator on K. A 
norm of A denoted by IIA II is defined by the formula 

IIA II = sup IIAxll· 
IIxll= I 

(2.8) 

Letffl alff2 be the direct sum of two normed spaces 
ffl andff2. An element offfl alff2 is a pair (X I ,x2) with 
xlEffl and X 26..1Y'2' A norm of (X I ,X2 ) denoted by 
II (X I,X2) II is defined by the formula 

II (X I,X2 ) II = IlxIiI + IIx211· (2.9) 

Let A be an additive operator on K. Then by the 
theorem of Pian and Sharma 7 A belongs to the direct sum of 
the spaces of linear and semilinear operators on K, and 
hence by (2.9) its norm is defined by 

(2.10) 

where A I and A2 are, respectively, the linear and semilinear 
components of A. 

III. THE ADJOINT OF A SEMILINEAR OPERATOR ON A 
COMPLEX HILBERT SPACE 

We shall first recall what the Riesz representation 
theorem tells us. Let us denote the set of all bounded linear 
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functionals on K by K. This K is called the dual of K. 
According to the Riesz representation theorem, elements in 
K and K are related to one another by a norm-preserving 
semilinear isomorphism. One consequence is that given a 
bounded linear functional 4> on K, there is a unique vector y 
in K such that 

4> = (x,y). (3.1 ) 

Given a linear operator A on K and any fixed vector yin 
K, 'I' defined by 

'I'(x) = (Ax,y) (3.2) 

is clearly a a bounded linear functional on K, and hence to 
this 'I' there corresponds a unique vector, which we cally*, 
such that 

(Ax,y) = 'I'(x) = (x,y*). (3.3 ) 

It is easy to verify that the relation between y and y* is linear, 
and we define A * by 

A *y = y*, (3.4) 

so that A * is a linear operator on K. Here A * is called the 
adjoint of A. The existence of y* and therefore of A * is thus 
established as a consequence of the Riesz representation 
theorem. 

In more informal works the adjoint A * of a linear opera­
tor A on a Hilbert space Kover C is defined by 

(A *u,v) = (u,Av), (3.5) 

for all u,veK. When A is semilinear this definition clearly 
does not work, because replacing v by av, where a is a scalar, 
gives (A *u,v)a* on the left-hand side but (u,Av)a on the 
right-hand side, and in view of (2.3) the two are equal if and 
only if a is real. 

The adjoint A * of a semilinear operator A is informally 
defined by5 

(u,A *v) = (v,Au), Vu,veK. (3.6) 

An easy computation shows that A * is semilinear also. The 
existence of the adjoint A * in this case also can be demon­
strated by a generalization of the Riesz representation 
theorem to the semilinear functionals, which we shall pres­
ently state and prove. In what follows, the set of bounded 
semilinear functionals on K is called the semidual of K and 
is denoted by Ks. 

Theorem (Riesz representation theorem for bounded 
semilinear functionals on a Hilbert space): There exists a 
linear norm preserving isomorphism between a Hilbert 
space K and its semidual Ks. 

Proo!' Let yeJY'. Let 4> y be the semilinear functional on 
K defined by 

4>(x) = (y,x). (3.7) 

We shall show that the correspondence y ~4> y is a norm­
preserving linear isomorphism from K to Ks. The compu­
tation 

(y+z)~<I>y+z(x) = (y+z,x) = (y,x) + (z,x) 

= <l>y(x) + <l>z(x) (3.8) 

and 

ay ~<I>a.y (x) = (ay,x) = a( y,x) = a<l>(x), (3.9) 
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for every xEK, shows that the correspondence is linear. 
Now 

(3.10) 

but 

II<I>yli>I<I>(y/IIYIi)I = l(y,y)/IIYIiI = IIYIi· (3.11 ) 

Hence 

(3.12) 

and the correspondence is norm-preserving. 
Now we must show that if <l>eK., there exists a unique 

yEK such that <I> = <I> y' Let [§ = ker cI> (that is, the set of 
vectors mapped to zero by cI». That cI> is bounded implies 
that cI> is continuous, which in turn implies that [§ is a sub­
space of Yr. If [§ = Yr, then y = 0 satisfies all the require­
ments. If [§ =/=Yr, there exists a nonzero vector ze[§l. We 
claim thaty = [<I>(z)/lizIl 2]z satisfies all our requirements. 
Remembering that <I> is semilinear, we see that 

<I>(x - (<I>(x)/<I>(z»)*z) = 0; (3.13 ) 

hence x - (<I>(x)/<I>(z»)*ze[§ andze[§\ and therefore 

or 

(z,x - (<I>(x)/<I>(z»*z) = 0, (3.14) 

<I>(x) = ([<I>(z)/lizIl2]z,x) = (y,x). 

To prove the uniqueness of y, suppose that 

<I>(x) = (y,x) = (i,x). 

(3.15) 

(3.16) 

Hence 

(y-y',x) =0, VxEK, (3.17) 

and therefore y = y'. This completes the proof. 
We now know that given a bounded semilinear func­

tional on Yr, there exists a unique vector y in Yr such that 

<I>(x) = (y,x). (3.18) 

Given a semilinear operator A on Yr and any fixed vector y 
in Yr, \}I defined by 

\}I(x) = (Ax,y) (3.19) 

is a bounded semilinear functional on Yr, and hence there 
exists a unique vector, which we denote by y*, such that 

\}I(x) = (y*,x). (3.20) 

An easy verification shows that the relation between y and y* 
is semilinear, and we define the adjoint A * of A by 

A *y = y*. (3.21) 

Thus given a semilinear operator A, there exists a semilinear 
operator A * such that 

(Ax,y) = (A *y,x), (3.22) 

which is by complex conjugation equivalent to (3.6). 
Now let us consider the adjoint in a more general setup, 

when 1 is an additive map from one Hilbert space Yrl to 
another Hilbert space Yr2. Let ..nf (Yr,C) denote the space of 
bounded additive maps from Yr to C. LettingjE..nf (Yr2,C), 
then/ 01E..nf(YrI,C), where 0 denotes the functional com-

A A 

position. The adjoint A * of A is a map from A (Yr2,C) to 
..nf (YrI>C), such that for every jE..nf (Yr2,C), 
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1*/=/01. (3.23) 

In other words, 1 * is defined in such a way that it makes the 
following diagram commutative: 

A 

A 

1*/ Yr

1
' id T! 
--_rC 

Here id is the identity m!lP on C. 
Now if 

/ = adl + a2h, 

then 
A A A A 

A */= (adl + a2h)oA = adloA + a2h oA, 

showing that 
A A A 

A *(adl + a2h) = alA *ft + a~ *h, 
A 

and thus A * is linear. 

(3.24) 

(3.25) 

(3.26) 

We shall now show how the definitions (3.5) and (3.6) 
of adjoints of linear and semilinear operators on a complex 
Hilbert space can be deduced also from the more general 
definition (3.23). The Riesz representation theorem and its 
generalization proved above show that the spaces of bound­
ed linear and semilinear functionals on Yr are isomorphic 
with Yr, and a simple further generalization shows that the 
space of bounded additive functionals on Yr is isomorphic 
with Yr ED Yr. Thus an additive functional / on Yr being 
the direct sum of a linear and a semilinear functional is repre­
sented by two vectors u and v: 

lex) = (x,u) + (v,x). (3.27) 

Let Yr I = Yr 2 = Yr in the discussion preceding (3.23), and 
let 1 be linear. Now 1 is an operator onAYr, and the hat on it 
has no sig~ficance, so we write A = A. According to our 
definition, A * is now an operator on the additive dual of Yr, 
but according to the Riesz representation theorem the addi­
tive dual of Yr is isomorphic with Yr ED Yr. After transfer-

A 

ring A * to Yr with the help of this isomorphism we shall 
A 

drop the hat from A *. We shall then find that A * agrees with 
its definition in (3.5). In the present setup/oA is additive, 
and its action is given by the formula (3.27), now modified 
to take into account the action of A: 

(/oA)(x) = (Ax,u) + (v,Ax). (3.28) 

Let ft and h be the linear ~d semilinear components off 
Then from the linearity of A *, 

A A 

A */=A *ft +A *J;, (3.29) 

where1 *ft, being the composite of two linear maps, is linear, 
A 

and A */2' being the composite of a linear and a semilinear 
map, is semilinear. We no)Y use the ~esz representation 
theorem to identify /1' h, A */1> and A *h with u, v, A *u, 
and A *v, respectively. In other words, if the vector u corre­
sponds to the linear functional/I under the Riesz representa­
tion theorem, we use the symbol A *u to denote the vector 
that corresponds to the linear functional 1 */1 under the 
same theorem. It later turns out that this natural symbolism 
amounts to defining the adjoint of A, which agrees with our 
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earlier definitions. Then we have, with appropriate modifi­
cation of (3.27), 

(A */) (x) = (x,A *u) + (A *v,x). (3.30) 

Equating the linear and semilinear components of (3.28) 
and (3.30) gives definition (3.5) twice over. It is easy to 
verify that A * defined in this way is indeed a linear operator 
onK. 

Next suppose that A is a semilinear operator on K. 
Now 

(3.31 ) 

and 

A *h. =h.oA. (3.32) 

Noting that the composite of a linear and a semilinear map is 
semilinear while the composite of two semilinear maps is 
linear, and with the same identifications as before, equations 
corresponding to (3.28) and (3.30) in the present case take 
the forms 

(/oA)(x) = (v,Ax) + (Ax,u) (3.33 ) 

and 
A 

(A */)(x) = (x,A *v) + (A *u,x). (3.34 ) 

Again equating the linear and semilinear components of the 
two equations gives us definition (3.6) twice over, and once 
again it is easy to verify that A * defined in this way for a 
~milinear operator is semilinear. Note that when A is linear, 
A * is a linear operator on the space of bounded additive func­
tionals on K, and takes linear bounded functionals into lin­
ear bounded functionals and bounded semilinear functionals 
to bounded semilinear ones. On the other hand, when A is 
semilinear, A * is again a linear operator on the space of 
bounded additive functionals on K, but it now takes bound­
ed linear functionals into bounded semilinear ones and vice 
versa. Thus we have three definitions of the adjoint maps of 
linear and semilinear operators, and in each case the last 
definition is the most primitive and the middle one is least so. 
According to one definition, the adjoint of a semilinear map 
is linear and it is semilinear according to the other two, but as 
we have seen above they are completely consistent with each 
other though they are different objects being defined on dif­
ferent spaces: on the space of bounded additive functionals 
on K that is isomorphic with K Ell K in the last case, and 
on K itself in the others. It should be noted that while defini­
tions (3.5) and (3.6) assume the existence of the adjoint 
with those properties, definitions (3.23), (3.4), and (3.21) 
establish the existence of these adjoints with the help of the 
Riesz representation theorem and its generalization to the 
space of bounded semilinear functionals on Y1". 

It will be shown in a later section that the concept of 
additivity takes on a very important role when we are dealing 
with quatemionic Hilbert spaces. In these spaces neither lin­
ear functionals nor linear operators form a linear space. The 
Riesz representation theorem as a vector space isomorphism 
between a vector space and its dual has no meaning in qua­
temionic Hilbert spaces. However, it was shown by Horwitz 
and Biedenham l that the Riesz representation theorem in a 
more restricted sense is still valid in quatemionic Hilbert 
spaces, and the restricted theorem is adequate to guarantee 
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the existence of the adjoint of any linear operator on such a 
space. In quatemionic Hilbert spaces, for every linear opera­
tor there are three semilinear ones, and they are in fact ob­
tained from each other by multiplying the operator by a sca­
lar-a fact that enables one to extend the definition of the 
adjoint to semilinear operators and finally to all additive op­
erators. Additive operators on a quatemionic Hilbert space 
are the only family of operators that form a linear space, an 
R -module (a linear space in which scalars are members of a 
ring rather than a field) to be more precise, over the quater­
nions. They also form a ring and thus constitute a noncom­
mutative algebra. Before quatemionic Hilbert spaces can 
play their due role in physics, the algebra of additive opera­
tors must be studied and understood. A study of semilinear 
and additive operators on a complex Hilbert space is, in the 

" opinion of the present author, a necessary step in this direc­
tion. The present study has already helped us in starting the 
development of a systematic study of bounded additive oper­
ators on a complex Hilbert space. 8 

IV. COMPLEXIFICATION OF A REAL VECTOR SPACE 
WITHOUT LOSS OF DIMENSION 

This construction is more fully described in Halmos.9 

We recapitulate here the main features so that we can gener­
alize them to the problem of quatemionizing a complex vec­
tor space. There are three equivalent but different ways of 
formulating this version of complexification. 

(i) The easiest, though naive, way of doing this is to 
enlarge the underlying set of a vector 'Y to a set 'Ye. This set 
'Ye includes each element v of 'Y. In addition, for each ele­
ment v in 'Y, an extra element called iv is supposed to exist in 
'Ye. The vector iv is supposed to be linearly dependent on v 
in 'Ye regarded as a complex space, and is postulated to have 
the property 

i·iv = - v. (4.1 ) 

This gives us the really pedestrian way of complexifying a 
real vector space. The same effect is achieved by two more 
rigorous but equivalent formulations. 

(ii) Thecomplexification 'Ye of a real vector space 'Y is 
defined to be a vector space structure on the set 'Y X 'Yover 
the field R X R identified as C, with vector addition and sca­
lar multiplication defined, for u l ,U2,VI,V2E'Y, by 

(U I,U2) + (V I,V2) = (u 1 + V1,U2 + v2), 

and, for rl>r2ER and UI,U2E'Y, by 

(4.2) 

(r l ,r2)·(u l ,U2) = (rl·u1 - r2·u2,rl ·u2 + r2·u1). (4.3) 

(iii) The complexification 'Ye of a real vector space 'Y 
is defined to be the tensor product space C ® 'Y, where C is 
regarded as a two-dimensional real vector space. Letting 
/3 ® V be a typical element of C ® 'Y, we define scalar multi­
plication of /3 ® v by aEC by 

a·(/3®v) = (a·/3) ®v, (4.4) 

where a·/3is that element in C that corresponds to the prod­
uct of a and /3 as complex numbers. 

Superficially the three constructions look wildly differ­
ent, but it is relatively easy to prove that they are all equiva­
lent. The main features of these constructions are as follows. 
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(a) The dimension of the complexified space re as a 
complex space is the same as that of the original space r as a 
real space. 

(b) There is a natural way of extending any linear oper­
ator A on r to a linear operator Ae on re: 

Ae(u + iv) =Au + iAv. (4.5) 

A similar extension works for linear and even multilin­
ear functionals. In particular, the inner product, which is a 
real bilinear functional on r, is naturally extended to a com­
plex (Hermitian) inner product by 

(u! + iV!,u2 + iV2) e 

= (u!,u2) + (V!,V2) + i( - (u!,v2) + (u2,v!». (4.6) 

Thus the Hilbert space structure easily goes over into the 
complexified space. 

(c) The correspondence At---+Ae preserves all algebraic 
properties of the operator. Here are examples. 

(1) If B = rA with r real, then Be = rAe' 
(2) If C = A + B, then Ce = Ae + Be. 
(3) IfC=AB, then Ce =AeBe. 
( 4) If r is an inner product space and B = A·, then 

Be =A~. 
( 5) If the complexification A e of a linear operator A has 

an eigenvector u + iv with eigenvalue r + is (r,sER), then 

Ae (u + iv) = (r + is) (u + iv) 

= ru - sv + i(su + rv). 

Hence, from the definition (4.5) of Ae, 

Au= ru -sv, 

Av=su + rv. 

(4.7) 

(4.8) 

(4.9) 

Thus the subspace of r spanned by u and v is invariant 
under A. If the eigenvalue is real, that is, if s = 0, then 
Au = ru and Av = rv, and since by definition an eigenvector 
is nonzero, both u and v cannot vanish. Since every linear 
operator on a complex space has at least one eigenvector, we 
conclude in passing that every linear operator on a real vec­
tor space leaves invariant a subspace of dimension 1 or 2. 

(d) Every basis in risa basis in r e , and both A andAe 
with respect to a particular basis of this kind are represented 
by the same real matrix. 

( e) The dimension of the complexified space r e re­
garded as a real space reT is, in the finite-dimensional case, 
twice the dimension of the original space, and in all cases the 
original space r is isomorphic with a proper subspace of 
reT' which is the complexified space re regarded as a real 
space. 

We shall discuss the relationship between rand r 
in somewhat greater detail because here lies the b~is of th~ 
second kind of complexification. 

Once the complexified space r e is regarded as a real 
space reo though objects denoted by iu (UEr) are 
members of reT' i as the square root of - 1 has no place in 
reT' Fortunately, the relation between u and iu is a linear 
one, that is, if u = rv + sw (r,SER), then 

iu = riv + siw, (4.10) 

and we can and shall regard i as a linear operator on reT' 
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and denote it by a bold i. It is easy to see that the linear 
operator i has the property 

(4.11 ) 

where lis the identity map on reT' 
Earlier in this section we saw that every linear map A on 

r has a natural extension Ae as a linear map on r e' When 
re is regarded as a real space reT' each of the extended 
maps Ae continues to be linear, and we shall denote it by ACT 
when it is regarded as a linear map on reT' Each such linear 
operator commutes with the linear operator i: 

(4.12) 

One immediate consequence is that if u is an eigenvector of 
ACT' then so is iu, and thus every point in the spectrum of A is 
at least doubly degenerate. Given any basis PA in r e , 

Span PA in reT is a proper subspace of reT' and reT has the 
decomposition 

reT = Span PA ad(Span PA). (4.13 ) 

The linear operator i being a linear bijection is a vector space 
isomorphism from reT to itself, and, for any basis PA in r e' 
restriction of i to Span PA in reT is an isomorphism from 
Span PA to i(Span PA). 

We have seen that if there is an inner product defined on 
r, it has a natural extension as a Hermitian inner product 
on r e' This Hermitian product induces a real inner product 
on reT: 

(U,V)eT = real part of (u,v)e' (4.14 ) 

An immediate consequence of this is that for any vector u, iu 
is perpendicular to u. 

If re has dimension I (that is, re is C regarded as a 
vector space complexification of R) with the usual norm, 
then i in reT' which is two-dimensional, has the matrix rep­
resentation 

(4.15 ) 

It is again easy to verify that i is orthogonal and satisfies Eq. 
( 4.11 ). For the general case, a matrix representation for i 
can be obtained by placing the matrix in (4.15) as block 
matrices along the principal diagonal and placing zeros 
everywhere else, but this representation is not unique. 

Even though the dimension of reT is, in the finite-di­
mensional case, twice the dimension of r e or r -because 
of the isomorphism between span PA in reT' where PA is any 
basis in r e , and one of its complements referred to above, 
and because every linear operator ACT on reT' which re­
mains linear when the same space is regarded as a complex 
space r e' commutes with i-it is enough to know A on a eT 
proper subspace (or half the dimension of rcr in the finite-
dimensional case) to determine its behavior on the entire 
space. This is what we mean when we say that the degree of 
freedom of a linear operator does not increase when we re­
gard re as a real space reT' This also explains why, in the 
functional calculus of variations on a complex Hilbert space, 
equating to zero the partial derivatives of a functional with 
respect to real and complex parts of a complex parameter 
treated as two independent variables does not, in general, 
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yield two independent equations (see Ref. 6 for further dis­
cussion). 

Every linear functional Ion the original real space r 
has a natural extension to its complexification r c by 

Ic (iu) = if(u). (4.16) 

Furthermore, if can itself be regarded as a linear functional 
on r c ' with/and if belonging to the same one-dimensional 
subspace in the dual of rc' In rcr,1c induces a linear func­
tionallcr on rcr by 

Icr (u) = real part oflc (u), (4.17) 

and in rcr,lcr and (if)c, are no longer linearly dependent. 

V. QUATERNIONIZING A COMPLEX VECTOR SPACE 

Just as any complex number can be written as a pair of 
real numbers with sums and products defined by 

(5.1 ) 

(r.,s.)· (r2,s2) = (r.r2 - S.S2,r.s2 + r2s.), (5.2) 

any quatemionic number can be written as a pair of complex 
numbers with sums and products defined by 

(c.d.) + (c2d2) = (c. + c2,d. + d2), (5.3) 

(c.,d.)· (c2,d2) = (c.c2 - d.*d2,c.*d2 + C2d.). (5.4) 

Keeping in mind the small differences in these definitions, it 
is easy to see that all three methods described in the previous 
section for complexifying a real vector space have obvious 
generalizations for quatemionizing a complex vector space 
r (note that in this section r without a subscript is a com­
plex space). 

(i) For each vector v in r we add a vector jv to the 
underlying set and regard the enlarged set as a quatemionic 
space, withjv playing the role ofthe vector resulting from v 
as a result of scalar multiplication by j. 

(ii) We take r X r as the underlying set of a vector 
space over C X C, which is identified with 1HI, with vector sum 
and scalar multiplication defined by 

(u.,u2) + (v.,v2) = (u. + v.,u2 + v2), (5.5) 

(c.,c2)· (u.,u2) = (c.u. - C2*U2,C.*U2 + c2u.). (5.6) 

(iii) We regard H as a two-dimensional vector space 
over C, and regard the tensor product H ® r as a quater­
nionic vector space with scalar product defined by 

p-(q®u) = (P'q) ®u, (5.7) 

where q ® u is a typical element of H ® r and (p-q) is the 
product of P and q as quatemionic numbers. 

As in Sec. IV, it is easy to show that the three construc­
tions are completely equivalent. In each case we denote the 
original space by r and its quatemionization by r q' Re­
member that we now have three anticommuting, linearly 
independent square roots of - 1, namely i,j, and k, satisfy­
ing 

ij= -ji=k (5.8) 

and that in each of the above constructions k is written in 
terms ofiandjin accordance with (5.8). Much of what has 
been described in the preceding section carries through for 
the construction of this section. We shall, therefore, concen­
trate our attention on points where the situation is somewhat 
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different. The differences arise because of the lack of com­
mutativity between i andj. When r has an inner product as 
a complex space, the inner product is extended to r q by the 
formula 

(u. + jv.,u2 + jV2) q 

= (u.,u2) + (v2,v.) + j( (v.,u2) - (v2,u.». (5.9) 

As was pointed out in Ref. 3, another consequence of the 
lack of commutativity in H is that scalar multiples of linear 
operators (or functionals) are not linear operators (or func­
tionals) in r q' Thus neither the linear operators nor the 
linear functionals on rq form a vector space (or R-mod­
ule), and the Riesz representation theorem which asserts 
that every complex Hilbert space is isomorphic with its dual 
becomes meaningless if stated in those terms for a Hilbert 
space over 1HI. However, it was shown by Horwitz and Bie­
denham· that a more restricted version of the Riesz repre­
sentation theorem still holds for Hilbert spaces over Hand, 
fortunately, that is enough to prove the existence ofthe ad­
joint of a linear operator as a linear operator on the space. 

When r q is regarded as a complex space r qc' the origi­
nal space r (which in this section is complex) is isomorphic 
with a proper subspace of r qc' and in the finite-dimensional 
case the dimension of r qc is twice that of r, as in the pre­
vious section. In r qC ' u andju are linearly independent vec­
tors, but in this space j is neither a vector nor a scalar but, in 
analogy with the situation in the preceding section, can be 
regarded as an operator, though because of lack of commu­
tativity between i andj, it is no longer linear. It is easy to 
verify that it is a semilinear (antilinear) automorphism on 
r qc with the property 

_j2=I, (5.10) 

where, as in the preceding section, we have denotedj as an 
operator by a bold letter, and lis the identity map on r qc' 

Because complex matrices represent linear operators on a 
complex space, j does not have a matrix representation. 

It has already been pointed out that by writing k in 
terms of i andj, every quatemionic number q can be written 
in the form 

q=c. +jc2, (5.11) 

where c. and C2 are complex numbers ofthe form 

Cn = an + ibn (n = 1,2). (5.12) 

However, it must be pointed out that the choice of neither i 
norj is unique, but once i andj are chosen, k becomes unique 
with respect to this choice. Once this choice has been made 
(there are infinitely many possible choices), we can call c. 
thecomplexpartofq. Now in going from rq to r qC ' we can 
define an inner product on r qc' if an inner product already 
exists on r q' by 

(u,v)qC = complex part of (u,v)q' (5.13) 

It seems to the present author that the difference that is 
most significant and probably most pregnant with possibili­
ties for further develoment is the following. In the previous 
section, r was a proper subspace of r c,; for each vector u in 
r there was an extra vector iu in r c, linearly independent 
of u; and similarly, for each linear functional I on r there 
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was an extra linear functional if on r cr' In the present case, 
though, for each u in r there is an extra vector ju in r qc' 

and for each linear functional/on r, jf is not even linear 
on r qc' Yet according to the Riesz representation theorem 
(isomorphism between rqC and its dual) there must be ex­
tra linear functionals on r qc' What are these? The answer, 
though quite simple, is rich in possibilities. As has been stat­
ed earlier, the space of semilinear functionals is also isomor­
phic with the original space; for each semilinear functional g 
on r, jg is a linear functional on r qc' It was shown in Ref. 7 
that the space of bounded additive functionals on a Banach 
space is a direct sum of the spaces of bounded linear and 
semilinear functionals on that space. Thus there is a certain 
isomorphism between the space .sf (r,C) of bounded addi­
tive functionals on r and the space.!f (r qc,C) of bounded 
linear functionals on r qc' Here again as in Sec. III we have a 
correspondence, through an isomorphism, between a semi­
linear functional on r and a linear one on r qc' 

As an example of application of the interplay between 
r qc and r q , we shall demonstrate the existence ofthe ad­
joint of a linear map on r q by taking it into r qc' We know 
that each linear map on r q induces a linear map on r qc 

that commutes with j, and only those linear maps on r qc 

that commute with j remain linear on r q' Each linear oper­
ator A on r q is a linear operator on r qc that commutes 
withj. Since r qc is a complex space we know that its adjoint 
A * exists and is a linear operator. The following calculation 
shows that A * commutes with j and therefore is a linear 
operator on r q also: 

(u,A *jv) = (Aujv) = (vj*Au) = - (vjAu) 

- (v,Aju) = - (A *vju) 

= - (uj*A *v) = (ujA *v), (5.14) 

where we have used definition (3.5) for the adjoint of the 
linear operator A, definition (3.6) for the adjoint of the semi­
linear operator j, and the fact that j is a semilinear automor­
phism on r qc' that is, 

j* = - j. (5.15) 

VI. QUATERNIONIZING A REAL VECTOR SPACE 

The methods of the preceding sections can be used to 
quaternionize directly a real vector space. A quaternionic 
number can be regarded as a four-dimensional vector space 
over R on which a multiplication is defined by 

(aO,a"a2,a3)' (bo,b"b2,b3) 

= (aobo - alb, - a2b2 - a3b3, 

aob, + a,bo + a2b3 - a3b2, 

aOb2 + a2bo + a3b, - a,b3, 

aOb3 + a3bo + a,b2 - a2b,). (6.1) 

All the three equivalent methods described in the preceding 
sections produce a quaternionic vector space r q from a real 
vector space r. 

(i) For each vector u in r we add vectors iu,ju, and ku 
to the underlying set. These vectors play the role of scalar 
multiples of u by i,j, and k, respectively, and we regard the 
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enlarged set as a vector space over H. 
(ii) We regard rX rX rX r as the underlying set 

of a vector space over R4 (identified as H) with scalar multi­
plication defined by 

(aO,a"a2,a3)' (uO,u"U2,U3) 

= (aouo - a,u, - a2u2 - a3u3' 

I aou, + a,uo + aZu3 - a3u2, 

aOu2 + a2uO + a3u, - a,u3, 

aOu3 + a3uO + a,u2 - a2u,). (6.2) 

(iii) We regard H as a four-dimensional vector space 
over R and regard the tensor product H ® r as the quater­
nionic space r q with scalar multiplication defined by 

p-(q®u) = (p-q) ®u, (6.3) 

where q ® u is a typical element of JY ® rand p'q is the 
product of p and q regarded as quaternionic numbers. 

It is easy to see that all the three methods are equivalent. 
Properties of the construction are similar to those in Sec. IV. 
We will, therefore, mention only the features or formulas 
where there is a significant difference. When r has an inner 
product, the inner product can be extended to r q by the 
following formula, with uO,U"U2,U3,VO,V"V2,V3Er: 
(uo + iU 1 + jU2 + ku3,vO + iv, + jV2 + kV3)q 

= (uo,vo) + (u"v,) + (uz,v2) + (U3,V3) 

+ i( (u"vo) - (uo,v,) - (U 2,V3) + (U3'V2 » 

+ j( (u 2,VO) - (uo,vz) - (u3,v,) + (U"V3» 

+ k( (U3,VO) - (UO,v3) - (u"v2) + (U2'V,». 
(6.4) 

For each linear functional/on r, the functionals if,jf, and 
k/ on r are not linear (cf. Sec. V). So r q can be regarded as 
a real space r q" and if there is an inner product on r q' an 
inner product on r qr is defined by simply taking the real 
part of the inner product on r q' In r q" i, j, and k are 
orthogonal operators, and as in earlier sections they will, in 
this role, be denoted by bold letters. Further, they have the 
property 

i2 =j2=k2 = -I, (6.5) 

where I is the identity operator on r qr • In the simple case 
when r q is one-dimensional over H, a matrix representa­
tion for i, j, and k is given by 

i~ [~ 
-1 0 

rl 0 0 
0 0 
0 -1 

(6.6) 

. [~ 
0 -1 

~1] 0 0 
J= 

0 0 o ' 1 
0 0 0 

(6.7) 

k~ [ ~ 
0 0 

u 0 -1 
1 0 

-1 0 0 

(6.8) 
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This matrix representation is, however, not unique. In the 
general case a matrix representation for each of these opera­
tors can be constructed by placing the above representation 
as block matrices along the principal diagonal and zeros 
everywhere else. Again the representation is not unique. 

VII. COMPLEXIFICATION OF A REAL VECTOR SPACE 
WITH LOSS OF DIMENSION 

This is the complexification described by Wells 10 and 
Chern, 11 and it is the con verse of the process by which r cr is 
obtained from r c (cf. Sec. IV). According to these authors, 
a complex structure on a real vector space r is an isomor­
phism i with the property that 

i2 = - [, (7.1 ) 

where [ is the identity map on r. The real vector space r 
becomes a complex vector space re as soon as iu, for any 

UEr, is identified with i· U where i = FT. When a com­
plex structure exists, it is possible to decompose r into a 
direct sum of subspaces %' and ')1/', 

r = %' Ea ')1/', (7.2) 

such that 

i( %') = ')1/' (7.3 ) 

and 

i( ')1/') = %'. (7.4 ) 

Because of this decomposition, if a linear operator A com­
mutes with i, it is enough to know the restriction of A on %' 
or ')1/' to know all its properties. Thus linear operators con­
sistent with the complex structure have only half the degree 
offreedom compared to an arbitrary linear operator on r. 
For inner product spaces, the decomposition (7.2) is in or­
thogonal subspaces while i is an isometry and, therefore, 
orthogonal (note that a unitary transformation-a transfor­
mation whose adjoint is equal to its inverse-on a real Hil­
bert space is called orthogonal). The operator i is not unique, 
but once it has been chosen, the inner product on r induces 
an inner product on r e , 

(u,v)e = - (u,v) - i(iu,v), (7.S) 

where u,v are any two vectors in r. Furthermore, for a 
normal operator A that commutes with i, there exists a de­
composition of r into mutually orthogonal subspaces %' 
and ')1/' such that both %' and ')1/' reduce A. Thus for this 
most important class of normal operators consistent with the 
complex structure, each operator is effectively defined on a 
proper subspace (of half the dimension in the finite-dimen­
sional case). Another consequence is that each point in the 
spectrum of such an operator has to be at least doubly degen­
erate. 

VIII. QUATERNIONIZING A COMPLEX VECTOR SPACE 

This was briefly described by Coulson and the present 
author in Ref. 3. Things are very much the same except that 
in place of the linear operator i we now have a semilinear 
operator j, though properties (7.1)-(7.4) still hold with i 
replaced by j. If an inner product exists on the original com­
plex space r, then once j has been chosen an inner product 
is induced on the quaternionized space r q by the formula 
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(u,V)q = (u,v) -j(ju,v), (8.1 ) 

where u and v are any two vectors in r. For inner product 
spacesj is a semilinear isometry and, therefore, semiunitary. 
Again all linear and (semilinear) operators on r that con­
tinue to be linear (and semilinear) on rq must commute 
with j, and it is enough to know them on a proper subspace 
(of half the dimension in the finite-dimensional case) to 
know them completely. Once again, normal operators con­
sistent with this symplectic structure must have each point in 
their spectra at least doubly degenerate. As has been stated 
before, the operator j being semilinear does not have a simple 
matrix representation. 

IX. QUATERNIONIZING A REAL VECTOR SPACE WITH 
LOSS OF DIMENSION 

In this case we need three isomorphisms i, j, k with the 
properties 

(9.1 ) 

and 

ij = - ji = k. (9.2) 

By identifying iu, ju, and ku with iu,ju, and ku, respectively, 
where i, j, and k are the quaternionic square roots of - 1, a 
real vector space r is turned into a quaternionic vector 
space r q' In this case it is possible to find a subspace %' such 
that r has the decomposition 

(9.3) 

Only those linear operators that commute with the operators 
i, j, and k remain linear on r q' For them it is enough to 
know their behavior on %' to know their behavior on the 
entire space, so they have effectively a degree of freedom 
that, in the finite-dimensional case, is a fourth of the dimen­
sion of r. In the case where r has an inner product, i, j, and 
k are orthogonal; a possible matrix representation for them 
was indicated at the end of Sec. VI. For a particular choice of 
these operators (the choice is not unique) an inner product 
is induced on rq by the inner product of r: 

(u,V)q = (u,v) - L 7(TU,V), (9.4 ) 
T 

where u and v are any two vectors in rand 7 = i,j, or k. 

X. THE ALGEBRA OF OPERATORS 

Though the term algebra is often used to mean other 
structures, it is common practice among algebraists at the 
present time to mean by the term algebra an R-module (a 
linear space in which the scalars are members of a ring R) 

that is also a ring. If the ring R over which such a module is 
defined is commutative, then the algebra is said to be com­
mutative. 

In the case of a Hilbert space over R, the bounded linear 
operators constitute a normed *-algebra (* is the operation 
by which adjoints are formed and is an involution). 

In the case of a Hilbert space over C, it is easy to verify 
that the bounded linear operators constitute a normed *­
algebra that is a subalgebra of a bigger normed *-algebra of 
bounded additive operators. The space of bounded additive 
operators is the direct sum of the spaces of bounded linear 
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and bounded semilinear operators. The bounded semilinear 
operators, unlike the linear ones, do not form a subalgebra. 
Furthermore, for two semilinear operators A and B and two 
complex numbers c and d we have 

(cA)(dB) = cd*AB. (10.1) 

Because of this peculiar property, the algebra of bounded 
additive operators is a particular kind of commutative alge­
bra. As far as we know, little work has been done on the 
study of this algebra. We believe that it is important both for 
applications in quantum mechanics and for developing the 
algebra of operators on a quaternionic Hilbert space, and we 
are now engaged in a detailed and systematic study of this 
algebra. 

In the case of a Hilbert space over II, bounded linear 
operators do not form even a module, let alone an algebra. 
However, there exists a normed *-algebra of bounded addi­
tive operators on such a Hilbert space and linear operators 
are members of this algebra, but unlike the complex case 
they do not form a subalgebra. 

It was proved by Pian and the present authoe that every 
bounded additive operator on a Hilbert space over C is a sum 
of a bounded linear and a bounded semilinear operator. 
There exists a similar decomposition of a bounded additive 
operator on a Hilbert space over 1HI, but before we can state it 
we need a definition. 

Definition: An additive operator A on a Hilbert space Jf' 
over 1HI is said to be i-semilinearif and only ifit has the follow­
ing properties: for every r in R and for every u in Jf', 

A(ru) = rAu, 

A(iu) = iAu, 

A(ju) = - jAu, 

A(ku) = - kAu, 

where i,j, and k are as in Sec. II. 

( to.2) 

(10.3) 

(10.4) 

(10.5) 

Compared to the complex case, the semilinearity is with 
respect to j and k, yet we call this i-semilinear. This may seem 
odd, but if the complex part of a quaternionic number is 
defined with respect to i, then the pure quaternionic part is 
defined to bej (or k) times a complex number, and thedefin­
ition of i-semilinearity, 

A(c + jd)u = cAu - jdAu, (10.6) 

parallels the definition of semilinearity in the case of opera­
tors on a complex Hilbert space. Thus i in i-semilinear indi­
cates that in the decomposition of a quaternionic number q 
as 

q=c+ Td, ( to.7) 

c depends on i alone and T is either j or k. There are analogous 
definitions of j-and k-semilinearities. These are obtained by 
cyclic permutations of i,j. and k in the definition of i-semilin­
earity. 

It was shown by Coulson 12 that a bounded additive op­
erator A on a quaternionic Hilbert space Jf' can be written as 
a sum of four operators: 

A =Ao +AI +A2 +A3, (10.8) 

where 
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Aou = HAu - iA(iu) - jA(ju) - kA(ku»), (10.9a) 

Alu = HAu - iA(iu) + jA(ju) + kA(ku)], (10.9b) 

A2u=HAu+iA(iu) -jA(ju) +kA(ku»), (to.9c) 

A3U = HAu + iA(iu) + jA(ju) - kA(ku)], (to.9d) 

and where Ao is linear, Al i-semilinear, A2 j-semilinear, and 
A3 k-semilinear; they are all additive. It is easy to verify that 
sums and scalar mUltiples of bounded additive operators are 
bounded and additive. Thus bounded additive operators 
form an R-module. It is also easy to verify that products of 
bounded additive operators are also bounded and additive. 
(For unbounded operators, as in the real and complex 
spaces, the domain is a proper subspace, and products of 
operators mayor may not be defined.) That ad joints can be 
defined for linear operators was shown by Horwitz and Bie­
denham, I and this has been demonstrated by an alternative 
method in Sec. V of this paper. For any T-semilinear (T = i,j, 
or k) operator A, T A is linear, and this fact should enable one 
to extend the definition of the adjoint to T-semilinear and 
thence to additive operators in general. There does not seem 
to be any difficulty in extending the definition of the norm of 
an operator from a complex space to a quaternionic one. 
Thus bounded additive operators form a normed *-algebra 
overDo 

I t should be noted that it is not possible to define a semi­
linear operator analogous to the complex case in a quater­
nionic Hilbert space, that is, a semilinear operator A on a 
quaternionic Hilbert space Jf' defined as an additive opera­
tor with the property that, for all peEl and all ueJY, 

A(pu) = p*Au (10. to) 

is inconsistent because 

A (pqu) =p*A(qu) =p*q*Au (10.11) 

and 

A(pqu) = (pq)*Au = q*p*Au, (10.12) 

and the two expressions are not necessarily equal because of 
the noncommutativity of the quaternions. 

We believe that we have here the necessary groundwork 
for a systematic study of an operator algebra on a quater­
nionic Hilbert space. Such a study is in progress and will be 
reported in due course, but we hope that the reader gets a 
preview and a flavor of things to come. 
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A construction of a representation of SO (p + q,p + q) by operators on SO (p + q) is presented, 
connected with a relativistic top kinematics. In addition to a first-order differential operator 
part there is a multiplicative term containing a parameter A. in some of the generators. It is 
shown by the explicit evaluation of the corresponding Casimir invariants that the 
representation (A., ... ,A.), A. = O,p, ... , is realized by this construction. 

I. INTRODUCTION 

Trying to formulate a relativistic theory of a top without 
enlarging its nonrelativistic configuration space [SO (3) 
group manifold], one is faced with a problem of realizing 
SO (3,1) on SO (3), which reduces (if standard generators of 
rotations are used for 5) to a realization of boost generators 
N. The ansatz 

N j = BjkSk + bj (1) 

leads to a system of equations 

EjmnBjmBnk + EkmnBlmBln + ElmnBlnBmk = Eljk' 

(BlmEjmn - BlmElmn )bn = 0, 
(2) 

for unknown quantities Blk and bl' 1 The general solution is 

i.e., 

Blk = Elkjnj + anjnk, a,{3eC, 

bj = /In/> n = unit vector, 

N = - nX5 + an(n • 5) + /In. (3) 

It is shown in Ref. 1 that the free parameters a,fl are con­
nected with Casimir invariants c} = - 5 • N, ck 
= - (52 - N 2) of the Lorentz group, i.e., one can use them 

for the fixation of the spin of a top. (The case of spin ~ was 
studied before in Ref. 2; it corresponds to a = 0, /l = !.) 

In this paper we present a generalization of these results. 
We descibe a systematic construction of the generators of 
SO(p + q,p + q) acting on functions on SO(p + q). As in 
the above-mentioned case, nondifferential (multiplicative) 
terms containing a free parameter A. occur in some of the 
generators. By explicit evaluation of the corresponding Casi­
mir invariants we identify the representation with (A., ... ,A.). 

II. CONSTRUCTION OF THE GENERATORS 

Let ea , a = 1,2, ... ,(p + q) =N, form an orthonormal 
right-handed system of vectors in M M, i.e., 

'TJa{JeajePj = 'TJ1j' 

Ij -"I ealepj - "laP' 

E
I
.' ·jNe ····e· ( 1 )qe 

ai', aNN = - a l "' 'aN' 

hold, where 

'TJ1j=diag(1, ... ,l, - 1, ... , - 1), 
-r~ 

(4) 

(5) 

(6) 

(7) 

(8) 

'TJa{J =diag(1, ... , 1, - 1, ... , - 1), (9) 
---~ p q 

and eal is the ith component of ea' Generators of SO (p,q) 
can be represented by the antisymmetric tensor Sij = - Sli' 
i,j = 1, ... ,(p + q), obeying 

[Sij,Sk/] = - (nk [iSj]I + Sk [jn l] I ), 

[SIj,eak] = ea[I'TJj]k' 

where 

(10) 

(11) 

A[k/]=Akl -Alk' (12) 

[The eak are to be expressed as functions of the coordinates 
on SO(p,q) and the Sij are first-order differential operators 
with respect to the latter.] 

One can construct additional operators on SO(p,q) 
now, combining eaj and the Sij: 

Sal ='TJkleakS/i =ea kSki> 

Sap =ea je/SIj =epjS/, 

(13) 

(14) 

i.e., transforming successively the vector components of the 
Sij to the scalar ones by means of "vielbein" eal' Then using 
(10), (11) we obtain 

[Sij,Sak] = Sa[1"11] k , 

[ SljtSa{J] = 0, 

[Sal,Spj] = 'TJa{JSij - 'TJijSa{J' 

[Sal'Spy] = 'TJa(ySP]I' 

[Sa{J,sy8] = 'TJy(a SP]8 + Sy(p'TJa)8' 

(15) 

(16) 

(17) 

(18) 

(19) 

from which we deduce that the Sal formN= (p + q) vectors 
and that the Sa{J are scalars, both with respect to "right" 
rotations (generated by the SIj)' We can also change our 
point of view and classify objects according to their transfor­
mational properties with respect to "left" rotations (genera­
ted by the SaP)' Then the Sij are "scalars" and the Sal form 
N= (p + q) "vectors" for fixed i on each. 

This situation, for the special case p = 3, q = 0, is to 
some extent familiar from the theory of the nonrelativistic 
quantum-mechanical top,3 where the projections on the lab­
oratory as well as on the body axes of the quantities in ques­
tion are used [including a change of sign in ( 19) in compari­
son with (10)]. "Mixed" operators Sal' however, are not 
discussed there at all. 

It is not difficult to determine the algebra generated by 
Sij' Sal' Sa{J' In order to do this we switch to a more compact 
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notation. Let us introduce an index A == (i,a), 
A = 1, ... ,2(p + q}, i = 1, ... ,N== (p + q), a = N + 1, ... ,2N 
(we changed the numeration of Greek indices). All genera­
tors form the components of a single object S AB = - S BA 
now, and (10) and (15)-(19) read 

[SAB,SCD] = - (gC[ASB]D +SC[BgA]D)' (20) 

where 

i.e., 

gij==1Jij, 

gaP == - 1Jall' 

ga;==g;a==O, 

(21) 

(22) 

(23) 

gAB ==diag(1, ... , 1, - 1, ... , - 1, 1, ... ,1), (24) 
-..-~---p q+p q 

which reveals that the S AB generate SO(p + q,p + q). 
So far all generators S AB were first-order differential 

operators on SO (p,q ). Now we add a multiplicative term to 
Sa;, introducing 

~ij==Sij' 

~a; ==Sa; + Aeaif 

(25) 

(26) 

~all =,SaP' (27) 

where A is a constant. Direct computation yields 

[~AB'~CD] = - (gC(A ~B]D + ~C[BgA]D) (28) 

independently of A. That means that the I AB form the gener­
ators ofSO(p + q,p + q) as well. 

Note that in the case p = 3, q = ° discussed above we 
obtain-in addition to 

(29) 

S~ ='!EaIlYSPY, (30) 

forming the SOC 3) ® SOC 3) algebra of the laboratory and 
body projections of the angular momentum vector s of a top, 
respectively-three new vector operators Ia, a = 1,2,3, 
where 

Ia; = ea kSk; + Aea; = eakEkijSj + Aea; 

== ( - ea Xs + Aea ) if (31) 

Ref. 1, for finite-dimensional representations of a Lorentz 
group one has to choose a = 0, 11= O,p, ... in (3).] 

III. SPECIFICATION OF THE REPRESENTATION 

In this section we evaluate Casimir invariants formed 
from (25)-(27), which enable us to specify the representa­
tion realized by this construction. 

Several papers deal with the problem of the explicit form 
and eigenvalues of independent Casimir operators of classi­
cal groups (e.g., see Refs. ~8). It was established in Ref. 7 
that N =. (p + q) invariants are to be evaluated in our case, 
viz., (N 1) scalar operators Cn , n = 2,4, ... ,2(N - 1), and 
a pseudoscalar operator C ;." where 

A. Evaluation of en 

(32) 

(33) 

Evaluation of Cn is based on the identity [specific for 
the construction (25)-(27)] 

(I2)AB=.IA~CB = A,(A + N - l)gAB + (N - l)IAB, 
(34) 

proved in Appendix A. This makes it possible to express an 
arbitrary "power" of I by I itself and a constant: 

(r)AB = o(n)gAB + b(n)~AB (35) 

(0 and b can depend on A and N in general as well). Multi­
plying (35) by ~B C we obtain recurrence relations 

o(n + 1) = 0(2)b(n), 

ben + 1) = o(n) + b(2)b(n), (36) 

or 

(37) 

where 

R==(OI 0(2») = (0 A(A + N -1)) 
b(2) 1 N - 1 ' 

(38) 

so that 

closing together with Sf and s~ to SO (3,3) and thus offering (Ob)n = R n - I (a b) I = R n - I (°1) . (39) 
a possibility of the relativization of the description of a top. 
We notice that (3) isjust of the form of (31). [According to Evaluation of the necessary power of R gives 

I 

(40) 

i.e., 

(r)AB = A(A + N - 1){(A + N - 1)n-1 - ( - A)"-I} gAB + (A + N - 1)n - ( - A)" IAB. 
U+N-l U+N-l 

(41) 

Then 

(42) 

1060 J. Math. Phys .• Vol. 29. No.5. May 1966 Marian Fecko 1060 



                                                                                                                                    

We observe that for each n, Cn is a number-not a dif­
ferential operator, as is usually the case-when the harmon­
ic analysis approach on corresponding homogeneous space 
is used. This means that the explicit construction of the func­
tions on SO(p,q) in the space of which our representation of 
SO(p + q,p + q) is realized reduces to solving the eigenval­
ue equations for the generators of a Cartan subalgebra (e.g., 
~ 12""'~2N _ 1.2N ), i.e., only first-order differential equations 
are to be solved. 

B. Evaluation of eN 

For evaluation of C iv (A,N) it is useful to realize that 
(41) reveals ~AB to be the only antisymmetric second-rank 
tensor (and gAB the only symmetric one as well) availab­
le.That means then that also 

(43) 

holds, which can be readily verified explicitly for not too 
large N, e.g., the coefficient of proportionality is 2 for N = 2, 
8 (1 + A) for N = 3, etc. (see Appendix B). Multiplication 
of both sides of (43) by l:A,B, and taking into account (42) 
leads to the conclusion that C iv does not contain differential 
operators, but reduces instead to the multiplication by a 
number, too (as was the case for all Cn ). Thus we have to 
extract just this nondifferential part of (33), ignoring the 
differential terms completely (they cancel). We can intro­
duce formally a symbol MULT, which when applied to any 
combined differential-multiplicative operator leaves its mul­
tiplicative part only. The above-mentioned conclusion can 
be written then as 

Civ(A,N) = MULT Civ(A,N). (44) 

Nonvanishing components ofa Levi-Civita tensor come 
from the cases where all indices are mutually different; in 
particular, an equal number of Latin and Greek indices 
should occur. The only distribution of indices which sur­
vives under the MULT symbol is one in which a pair of Latin 
and Greek indices stands on each ~. [In the opposite case 
there is at least one ~ with both indices Latin, and it can be 
shifted to the right-hand side of the expression (33) giving a 
differential operator.] Taking into account two possibilities 
for the order of indices on each l: (ia and ai) we can write 

MULT Civ(A,N) = 2N MULT Ei,a""iN'2Nl:i,a, .. 'l:iN'2N, 
(45) 

and, using the result of Appendix C, 

MULT Civ(A,N) 

= ( _ 1 )N(N-I)/22NEi .... iNEa .... aN 

X (Sa,i, + Aea,i, ) ... (Sa~N + Aea~N)' 
With the help of the commutator 

(46) 

(47) 

[for any k,I,Pm = 1,00.,(N - 1), m = 1,00.,k], we can per­
form the MULT operation in (46) explicitly and obtain a 
polynomial of order N in A. Let us determine the coefficient 
standing by Ar, r = 1,00.,N.ltcomesfromallcasesin which r 
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"e"'s and (N - r) "S"'s are chosen from the brackets in 
(46) (ea~N should always come from the last one). Then the 
desired coefficient is 

N-I 

L 
P •• ···'PN- r-I = 1 

(allpi different), 

where also [see (6),(7)] 

N-r-I 
IT PI 
1=1 

(48) 

(49) 

was used. One can compare it with the coefficient standing 
by Ar in the expression 

(A + N - 1) ... (A + 1 )A, (50) 

which, taking the numbers from (N - r - 1) brackets and A 
from the rest, is just 

N-I N-r-I 

L IT PI (allpi different), (51) 
P •• ···.PN_,._I=l 1= 1 

so that 

MULT /'···;NEa .... aN(Sa· + Ae .) ... (S . + Ae .) I'. a." aN'N aN'N 

=N!A(A+l)"'(A+N-l), (52) 

and 

Civ(A,N) 

= (- I)N(N-1)/2 2NN!A(A + 1)"'(A +N -1). 

(53) 

C. Comparison with the general results: Conclusion 

Let us study C iv (A,N) first. It is known 7 that its value is 

Civ(ml,oo.mN) = (_I)N(N-I)/22NN!(m l +N-1) 

X ... (m N _ 1 + 1) m N (54 ) 

for the representation (ml,oo.,m N). Our construction thus 
corresponds to the case (A,oo.,A). However, the invariants 
Cn, n = 2,4,00.,2(N - 1), are to be compared, too. For the 
evaluation of Cn for (A,oo.,A) we make use of the results of 
Ref. 8, where the generating function for Casimir invariants 
of all classical groups was derived. In the case of interest to 
us this function reads 

G(z) = 2N 1 + (A - N)z 
(1 + AZ) (1 - Nz) 

+ 2NA(A - 1) 

(1 +AZ)(1- Nz)(l- (A + N - l)z) 
(55) 

and 
00 

G(z) = L Cnzn, (56) 
n=O 

so that 

Cn = G (n)(O)/n!. (57) 

The explicit calculation yields 

C =2NA(A+N-l) {(A+N_1)n-l_(_A)n-l} 
n U+N-l ' 

(58) 
in agreement with (42); that makes the identification with 
(A,oo.,A) complete. 
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APPENDIX A: PROOF OF (34) 

The proof is to be done for all four possible cases of pairs 
ofindices, (ij), (ia), (ai), (a{l). We restrict ourselves to the 
first case here; the rest can be done in the same way. We have 

l:iAl:Aj ==gABl:iAl:Bj = ltll:/j + gt'Pl:jul:m = 1JklSikSij - 1JaPl:iul:pj = SikSkj + (ea mSmi + Aeai )(eanSnj + Aea
j ) 

= SikSkj + ea meanSmiSnj + eam [ Smi,ean ]snj + Aeam[Smi,eaj ] + Aea meujSmi + AeajeanSnj + A 2eUieuJ 

= (N - l)Sij +A(A + N -l)1Jij==A(A + N - 1)gij + (N - l)l:ij' 

(Notice that two "unpleasant" second-order terms cancel each other. ) One should be careful when contracting Greek indices 
as to whether gt'P = - 1Jup [e.g., (45)] or 1Jup is understood implicitly there. 

APPENDIX B: (43) FOR N=3 

We are to find the proportionality coefficient rCA) in 

£ABCDEFl:cL7,EF = r(A)l:AB' 

Let us compute the a{l component of the left-hand side: 

£ ~AB~CD _ '\_ ~yi~Jk + 2£ ~Jk~yj - 4£ gYA~ i~ - 4£ £ (eyrS i + ' Yi)SJk apABCD'" '" - kl:;apyijk'" .. apjkYi" '" - - ijkapy "'A "'jk - ijk apy 1 AI 

= 4Eijk eam epn ( - l)q(~nlS/Sjk + A£mniSjk) = 4( - l) qo(,:oj]eam etln [SJ,Si] + 8Aeamepmsmn 

where 

Si ==!£ijkSJk, Sij = ( - 1 )q£ijkSk, 

[Sj,Sj] = - £ijkSk = - ( - 1 )qSij' 

yJ ( 1)q mnJ £apye = - £ eamepn , 

mnk _ ( l)qr:.mr:.n £ijk£ - - u[iuj] 

was used, so that 

£ABCDEFl:cL7,EF = 8( 1 + A)l:AB' 

for N = 3. Multiplying it by l:AB we obtain 

Ci (A,3) = - 8(1 + A)l:ABl:BA 

== - 8(1 +A)C2 (A,3) 

= - 8(1 + A) (6.4(A + 2») 

== - 48A(A + 1)(A + 2) 

in agreement with (53), for N = 3. The same procedure is 
possible for arbitrary N. 

APPENDIX C: PROOF OF (46) 

We are to prove 

Clearly 
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where x(N) is 1 or ( - 1). Then 

so that 

x(N + 1) = ( - 1 )Nx(N) = ( - 1)N( - l)N-IX (N - 1) 

N-l 

= ... =x(1) IT (_1)N-k 
k=O 

N N 
= IT (_l)k= (_l)l:k=l k = (_l)N(N+l)/2, 

k=1 

and 

x(N) = ( _ 1)N(N- l)12, 
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A systematic study of locally operating multiplier realizations of nonconnected Lie groups of 
transformations is presented that generalizes previous results on connected groups. The 
semilinear locally operating multiplier realizations of a nonconnected group G are those 
obtained through an induction process from the finite-dimensional semilinear representations 
of a given subgroup of a representation group G for G. 

I. INTRODUCTION 

The concept of locally operating realization of Lie 
groups of transformations was developed some years ago by 
Hoogland 1,2 who also showed its physical relevance in quan­
tum mechanics. From a physical point of view, the relevant 
realizations of a symmetry group G are not the linear ones, 
but also the projective representations. 3

,4 If one considers 
such representations to be locally operating, one obtains lo­
cally operating multiplier representations of G, called here­
after simply locally operating realizations. 

The study of these realizations was first Itlade by Hoog­
land, 1,2 who studied the cases of both connected and noncon­
nected groups of transformations, the latter allowing for the 
appearance of semilinear operators and semilinear multi­
plier locally operating representations. 2 

In recent papers5
-

9 Mackey's theory of induced repre­
sentations 10 has been pointed out as the appropriate math­
ematical framework for the study of locally operating real­
izations (LOR's). That theory was worked out for a 
connected Lie group, and gives both a complete characteri­
zation oflocally operating realizations as induced represen­
tations, as well as an explicit construction method of these 
realizations. This method makes use of a new group G, called 
the local splitting group, such that all LOR's of G appear 
through the linear ones of G. 

From the preceding results one may expect the same 
construction being valid for nonconnected Lie groups. The 
purpose of this work is to report that this is actually the case, 
and in this paper we give a generalization to the nonconnect­
ed case of the theory developed previously for connected 
groups. Although most of the results seem an almost verba­
tim transcription of the results for the connected case, the 
explicit final form of the WR's of a concrete nonconnected 
group depends on what group elements are being represent­
ed linearly or antilinearily, and also on the structure of the 
group as an extension of its connected component of the 
identity Go by its components group, ?To( G). In most cases, 
including some physically relevant ones which we include as 

0) Present address: Department of Mathematics, Wiess School of Natural 
Sciences, Rice University, Houston, Texas 77251. 

b) Permanent address: Departamento de Fisica Te6rica, Facultad de Cien­
cias, Universidad de Valladolid, 47011 Valladolid, Spain. 

examples, that structure is a semidirect product which great­
ly simplifies the final results. In these cases it would \le also 
possible to obtain the pseudoequivalence classes of locally 
operating realizations of the complete group in a "direct" 
way, perhaps at the price of a greater amount of computa­
tions as Wignerll pointed out for the relativistic case. We 
remark that the theory developed in this paper holds no mat­
ter what structure of G, whether as a semidirect product or 
as some essential extension of Go by ?To(G). 

The paper is organized as follows: Sec. II is devoted to a 
short review of the main results about locally operating real­
izations in the connected case.8

,9 In Sec. III we state the 
conditions on some group G that allows one to obtain the 
semilinear locally operating mUltiplier representations of G 
as semilinear representations of G. Such a group will be 
called a representation group. Here we give all the relevant 
results about the equivalence of the realizations so obtained 
as well as the method to explicitly obtain a complete set of 
representatives of the pseudoequivalence classes. In Sec. IV 
we present some examples. 

II. LOCALLY OPERATING REALIZATIONS 

We give here a short review of the main concepts of the 
theory oflocaUy operating representations for connected Lie 
groups. A more detailed account may be found in Refs. 8 and 
9. 

Let G be a connected Lie group, acting transitively on a 
differentiable manifold X, and let r be the isotopy group of a 
fixed point xoEX. The subgroup r is closed and the homo­
geneous space G /r can be endowed with a differentiable 
structure such that G /r is diffeomorphic to X. A locally 
operating (multiplier) realization (hereafter simply LOR) 
of G is a Borel multiplier representation U of G, acting in the 
space of vector-valued complex functions f: X .... Cn in the 
following way: 

[U(g)j](gx) = A (g,x)j(x) , (2.1) 

where A is a matrix-valued Borel function A: 
G xX-GL(n,C) called a gauge matrix. The relevant con­
cept of equivalence for LOR is that of gauge pseudoequiva­
lence, which is finer than the usual equivalence. Two LOR's 
U and U I of G are said to be pseudoequivalent if there exists a 
Borel function A.: G .... U ( 1 ) and an invertible linear operator 
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r acting locally in the representation space [i.e., (rj)(x) 
= S(x )j(x) with Sa nonsingular matrix-valued Borel func­

tion] such that V gEG, 

U'(g) =A.(g)rU(g)r- l . (2.2) 

The corresponding gauge matrices are related by 

A '(g,x) =A.(g)S(gx)A(g,X)S-I(X), VgEG, VxEX. 

(2.3) 

Notice that gauge pseudoequivalence is characterized 
by the requirement that the intertwining operator r acts lo­
cally, i.e., as matrix multiplication with an x-dependent ma­
trix. Thus gauge equivalence implies ordinary equivalence, 
but the converse is not true. 

In the linear case, the locally operating linear (no multi­
plier) representations of a group G (hereafter LOLR) are 
induced from the finite-dimensional linear representations 
of the isotopy group r of the action of G on X. The gauge 
matrix associated to a LOLR of G is given by 

A(g,x) = ois-I(gx)gs(x»), VgEG, xEX, (2.4) 

where u is a finite-dimensional representation of rand s is a 
normalized Borel secton s: G /r :::::X -+ G. Moreover, each 
equivalence class of finite-dimensional representations of r 
gives a gauge equivalence class of LOLR's of G. 

Turning now to the general case of multiplier realiza­
tions, the first step is to reduce the multiplier problem to a 
linear one. This is made using an auxiliary group G, known 
as a splitting groupl2.13 for G, such that any LOR of G can be 
lifted to a linear LOR of G. For the general case of all (not 
necessary local) representations, such a group G .£an be 
found as some extension of Gby the dual H 2( G, U( 1 ») ofthe 
second cohomology group of G \3. It was shown in Ref. 8 that 
for LOR's this linearization trick does also work with a small 
change. A group which linearizes all LOR's of G is said to be 
a local splitting group for G, and if it is in some sense minimal 
one calls it a local representation group, simply denoted G. 
In fact, not all factor systems of G could appear in local 
representations, but only those corresponding to a subgroup 
of H2(G,U(1»), called H~oc(G,U(1»). As one can expect, 
G is a topological extension of G by the dual 
H~oc(G,U( 1») "", i.e., we have an exact sequence 

~ -P 
1-+H~oc(G,U(1) )-G-G- 1 , 

where p is an epimorphism. 
The characterization of H;oc (G, U ( 1 ») is given in Ref. 7. 

Its elements are those classes of factor systems 
[m]EH2(G,U(1») whose restriction to rXr lives in the 
maximal compact group of H 2(r, U ( 1 »). 

The explicit construction of the local representation 
group is given in Ref. 8. The action of G on X induces an 
action of G into X via the epimorphism p. Then, if we denote 
by 1" the isotropy group of a fixed point xoEX, we have 
1" = p -I (r). Once G is known, the LOR U of G are obtained 
through the split LOR's R of G [split means R(kerp) 
CU(1)], according to the relation U(g) = (Rop)(g), 
where p is some normalized Borel section, p: G-G. And 
finally, these LOR's ofG are just those which can be induced 
from the finite-dimensional linear representations of 1" map-
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ping ker pinto U ( 1 ), and called split representations, too. 
The most important result is the one-to-one correspon­

dence between the pseudoequivalence classes of LOR of G 
and the superequivalence classes of finite-dimensional split 
linear representations off. 

We here recall that two pseudoequivalent representa­
tions of 1" are said to be superequivalent if the one-dimen­
sional homomorphism of f on U ( 1) realizing their pseudo­
equivalence [see (2.2)] can be extended to a homo­
morphism ofG on U( 1). 

III. LOCALLY OPERATING REALIZATIONS OF 
NONCONNECTED LIE GROUPS 
A. Definitions 

From now on we will assume that G is a nonconnected 
Lie group acting transitively on a differentiable manifold X. 
Let r be the isotopy group of a fixed point xoEX. We can 
identify X with G /r. We shall be interested in semilinear 
realizations R of (G,H), that is, realizations of G on the 
group of linear and antilinear operators in a Hilbert space 
such that H is a subgroup of index 1 or 2 in G, and R (g) is a 
linear or antilinear operator according as gEH or gEG - H. 

In this way the natural definition of a semilinear locally 
operating multiplier realization is the following. 

Definition 1: A semilinear locally operating multiplier 
realization (SLOR) of (G,H) is a Borel semilinear multi­
plier realization of (G,H) which acts in a representation 
space of functions f X- cn as 

[U(g)j](gx) = A (g,x)jg(x) , (3.1) 

wherejg(x) = j(x) orj*(x) accordingasgEH orgEG - H, 
and A (g,x) is a nonsingular matrix-valued function A: 
G XX- GL(n,C), which verifies the following relation: 

A (g',gx)A i(g,x) = m(g',g)A(g'g,x) , (3.2) 

m(g',g) being a factor system of G relative to the action of G 
on U ( 1) given by identity if gEH or complex conjugation if 
gEG - H. Hence mEZ 2.H (G,U( 1»), the symbol *Hin theZ 2 

denoting this action. 
The definition of gauge pseudoequivalence is carried out 

as in the linear case; we could here distinguish between linear 
and semilinear pseudoequivalence according to the linear or 
antilinear character of the operator r. 

It is very easy to show that if U and U' are gauge pseu­
doequivalent, then their gauge matrices are related by 

A '(g,x) = A. (g)S(gx)A (g,x)S -lg(X) . (3.3) 

B. Semilinear (no multiplier) locally operating 
representations of (G,H) 

These representations are a particular case of SLOR of 
(G,H) when their factor systems are equal to 1, and hence 
there are no multipliers. 

The proof that (nonmultiplier) semilinear LOR's of 
(G,H) are just those representations of G induced from the 
semilinear finite dimensional representations of (r,rnH) 
is similar to the one presented in Ref. 5 for the connected 
case. For this reason we do not give here the demonstration 
nor the explicit construction. Nevertheless, there are some 
minor differences due to the fact we are working now with 
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semilinear representations. The interested reader must find 
no trouble in carrying out hislher own proof, following Ref. 
S and paying attention to the specific differences which arise 
from the semilinear operators. 

The main result can be summarized in the following 
theorem. 

Theorem 1: A. complete set of gauge equivalence classes 
of SLOR's of (G,H) is obtained by induction from a com­
plete set of equivalent classes of finite-dimensional semilin­
ear representations of (r,rnH). If u is a representative of 
an equivalence class of finite-dimensional semilinear repre­
sentations of (r,rnH), the associated gauge matrix of the 
induced representation of (G,H) is given by 

A(g,x) = U(S-I(gX)gS(x») , (3.4) 

whereu(s-I(gx)gs(x») is the "matrix part" of the represen­
tation u [i.e., u(r) = u(r) oru(r)K according as YErnH 
or YEl=r nH, K being the complex conjugation in en ], and s is 
a normalized Borel section s: G /r -+ G verifying 
S-I (gx)gs(x)ernH for every '}'EH. 

Not all sections s: G /r -+ G satisfy this last condition, 
but in the cases where the connected component of the iden­
tity Go acts transitively on X, such a section with s( G /r) 
C Go does always exist. Unlike the connected case, the elec­
tion of a section has to satisfy that additional requirement. 

C. Local representation groups 
As previously remarked, for any group (G,H), it is al­

ways possible to construct a splitting group (G,B) in such a 
way that all semilinear multiplier representation of (G,H) 
can be obtained from the semilinear ones of (G,H); and as 
pointed out in Sec. III B, each SLOR a gives rise to a (multi­
plier) SLOR of G, due to the relation between the action of G 
and a into X. Hence although we could take for a any repre­
sentation group, we notice that not all, but only those classes 
in H 2

o H (G, U ( 1 ) ) for which the restriction to r appears as a 
class of factor systems of some finite-dimensional semilinear 
representation of r could appear as factor systems of LOR 
of G. 

Therefore, for our purposes, it suffices to take for a a 
local representation group, i.e., a topological extension of G 
by the dual of the subgroup of H 2oH(G,U(1») whose classes 
appear in local representations. It does not seem easy to ob­
tain an explicit characterization of this subgroup 
HfocoH(G,U(1») as the one given before for connected 
groups. Nevertheless, in all the cases we study in this paper, 
the subgroup HfocoH(G,U(1») can always be easily found 
after its defining property, instead ofin terms of some char­
acterization. It is easy to prove that H foco H (G, U (1 ») is a 
closed subgroup of H 2oH(G,U(1») and hence a Lie group, 
too, in case H2 OH(G,U( 1») is a Lie group. 

The construction of the local representation group fol­
lows closely the pattern of the corresponding one for the 
representation group in the general case. 13 We must recall 
that a is a noncentral extension, the action of G on 

A 

H foco H (G, U ( 1 ) ) as the identity or the inversion according 
as geH or geG - H; and the factor system characterizing the 
extension, say, W(g,h), is found through a homomorphic 
section s: HfocoH(G,U(1»)-+ ZfocoH(G,U(1») just as in the 
nonlocal case. Note that if R is a split representation of a, 
1085 J. Math. Phys., Vol. 29, No.5, May 1988 

then R ( W(g,h) , 1) is the factor system of the multiplier repre­
sentation of G obtained by projection of R. 

D. Lifting of semilinear locally operating realizations of 
(G,H) 

In this subsection we will assume the existence of a local 
representation group (aft) for (G,H). The action ofGonX 
induces an action of G on X by gx = p(g)x = gx, with p: 
a-+G the canonical epimorphism. The isotopy group of a 
fixed point Xo of X will be r = p -I (r). Hence we have the 
following proposition. 

Proposition 1: (i) For each normalized Borel sec~~ 
for p, i.e., pop = idG , and for each split SLOR R of ( G,H) 
thereexistsaSLOR Uof(G,H) given by U(g) = (Rop)(g), 
VgeG. 

(ii) Conversely, for each SLOR U of (G,H) there is 
another SLOR U' of (G,H), gauge pseudoequivalent to U 
and such that U' can be lifted to a split SLOR of (a,H). 

The proof reduces to some calculations taking into ac­
count the connection A (p (g) ,x) = A (g,x) between the 
gauge matrices corresponding to Rand U = Rop, the rela­
tion U'(g) = A(g) U(g), and the decomposition of the ele­
ments of G as g = ap (g), with aeker p and geG. 

It can be also easily verified that the finite-dimensional 
semilinear representations of (r,rnB) inducing split 
SLOR's of (G,B) are those mapping ker p on U ( 1 ). We will 
also call them split representations. 

From all these results we can obtain the following 
theorem. 

Theorem 2: If (G,B) is a local representation group for 
( G,H) , for each normalized Borel section p of G on G there 
exists a one-to-one correspondence of the gauge pseudoequi­
valence classes of SLOR's of (G,H) with the gauge pseudo­
equivalence classes of split SLOR of (G,H). 

As we know from Sec. III A the SLOR's of (G,B) are 
induced from the finite-dimensional split semilinear repre­
sentations of (r,rnJi). The relevant equivalence for the 
representations of splitting groups is the pseudoequiva­
lence.13 However, pseudoequivalent representations of 
(r,rnB) do not induce, in general, gauge pseudoequiva­
lent SLOR's of (G,B). The correct answer to this problem is 
given by the following theorem. 

Theorem 3: Two split pseudoequivalent finite-dimen­
sional semilinear representations of (r,r nB) induce gauge 
pseudoequivalent split SLOR's of (a,B) if and only if the 
element AEZ I ornn(r, U ( 1 ») defining the pseudoequiva­
lence of the representations of (r,rnB) can be extended to 
an element AEZ lon(G,U (1»). 

Proof Let Rand R ' be two gauge pseudoequivalent 
SLOR'sof (G,B). Then there exists a mapping A: G--U( 1) 
satisfying (2.2) and the fact that Rand R ' are semilinear 
representations implies that A is a crossed homomorphism, 
i.e.,AEZ lon(a,U(1 »). ThegaugematricesR andR' restrict­
ed to r X {xo} are pseudoequivalent matrix representations 
of r, and their pseudoequivalence is carried by A I r. Con­
versely, if we have two pseudoequivalent semilinear repre­
sentations of r, u and a', there exists AEZ lornH(r, U ( 1 ») 
which determines this pseudoequivalence. According to the 
theory of induced representations, the representations Rand 
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R ' of G induced by u and u' are pseudoequivalent [see for­
mulas (2.2) and (3.4)]. However, Rand R ' will be only 
gauge pseudoequivalent [see (3.3)] if the term 
A( S-I(gX)gS(x») can be split as 

A( S-I(gX)gS(x») = A( S-I(gX) )A(g)A(s(x») , 

that is, if A can be extended to a crossed homomorphism of 
G. Here s is a Borel section of X on G satisfying the condi­
tions stated after Theorem 1. 

This theorem motivates the following definition which 
generalizes the corresponding one of the connected case. 

Definition 2: Two split finite-dimensional semilinear 
representations of (f,fnH) are called superequivalent if 
they are pseudoequivalent and this pseudoequivalence can 
be realized by a crossed homomorphism of I' on U ( 1 ) that 
can be extended to a crossed homomorphism of G on U ( 1 ). 

Representatives u of all the classes of superequivalence 
are obtained by U = AOU, where A runs through a complete 
set of equivalence classes of crossed homomorphisms off on 
U ( 1) modulo those that can be extended to G and u runs 
through the pseudoequivalence classes of finite-dimensional 
split semilinear representations of (f,rnH), respectively. 

The following theorem gives the explicit construction of 
the gauge equivalence classes ofSLOR's of (G,H) and sum­
marizes the above results. 

Theorem 4: (i) A complete set of gauge pseudoequiva­
lence classes of split SLOR's of (G,H) is obtained by induc­
tion from a complete set of superequivalence classes of the 
split semilinear representations of (f,fnH). If udenotes a 
representative of each of such classes, then the induced 
SLOR of (G,H) has a gauge matrix given by 
A(g,x) = Ois-I(gx)gs(x»), where jj is the matrix part of 
the representation u of rand s is a normalized Borel section 
ofXonG. 

(ii) A complete set of gauge pseudoequivalence classes 
ofSLOR's of (G,H) with representatives U = Rop, where p 
is a normalized Borel section of G on G, is obtained when R 
runs through a complete set of representatives ofSLOR's of 
(G,H). The gauge matrix of U is A (g,x) = A (p (g) ,x), with 
A the gauge matrix of R. The factor system {J)EZ 2. H (G, U ( 1 ») 
associated to Uis (J) = Ro Wp' where Wp is the factor system 
of the extension of G via the section p, i.e., 

Wp(g',g) =p(g')p(g)p-I(g'g) .13 

A particular choice of the sections p and s may lead to 
simpler expressions. For example, we can choose 
peg) = (I,g) and sex) = (1,s(x», where s is a normalized 
Borel section of X on G verifying s(X) CH. Thus the gauge 
matrix of U is written as 

A(g,x) = u«(I,s(gx»)-I(l,g)(l,s(x»)) . (3.5) 

IV. EXAMPLES 

A. The complete Euclidean group E(2) 

Let Eo( 2) be the proper Euclidean group, which acts on 
R2 in the standard way. We consider the group E(2) ob­
tained by adjoining to £0(2) the line reflection P, 
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As an abstract group, E(2) is a semidirect product of 
£0(2) and Z2' the action of Z2 into Eo(2) being given by 

P: (0 1,02,4» - (01' - O2, - 4» . 

The LOR (uptopseudoequivalence) ofEo(2) are para­
metrized by PER, corresponding to H 2

Ioc (Eo(2), 
U( 1 »)~R, and are given9 by 

{Up(g)/}(gx) = {exp( - i(P/2)(a/\x<.6h)}/(x) . 

When the SLOR's ofE(2) are considered we have two 
choices for P: U(P) is either a linear or an antilinear opera­
tor. 

(a) We take P to be represented as a linear (unitary) 
operator, and then H = E(2). 

The first task is to compute the group 
H 2.H(E(2),U( 1»). This is carried out making use of the fact 
that every factor system of a semidirect product G00Y is 
equivalent to one of the form 

(J)(g',a';g,a) = (J)GO(g',g"'){J)v(a',a)A(g,a') , (4.1) 

where (J)G",{J) V are factor systems of Go and V, and A has to 
satisfy some equations (see the Appendix). In fact, for our 
case (J)G"(g',g) can be taken as exp( - iP 12(a/\ a<.6' )3)' On the 
other hand H2 .Z(Z2'U( 1») is trivial, and as (J)v we can take 
the trivial factor system. Then the equations for A have no 
solution unless P = O. That is, H 2.H(E(2)U( 1») = {t}o 

Hence ifU (P) is a linear operator there are no LOR's of 
the complete Euclidean group whose restriction to the prop­
er group is a realization with P #0. 

(b) We now take P to be represented as an antilinear 
operator, and hence H = Eo(2). In this case things are very 
different, and for the group H 2

• E (Z) (E(2),U(l») we get 
H 2•E (E(2),U(1») = R®Z2' a generic element being de­
noted [p,m], PER, mE{ 1, - I}. A lifting of a factor system 
in the class [p,m] is given by 

{J)p,m (g',a';g,a) = (J)~,(2)(g',g",>{J)~2(a',a) (4.2) 

[here (J)~2(P,P) = m; see Ref. 13 (Sec. IX B) for details]. 
The representation group for E(2) is now an extension 

ofthe representation group for £0(2) by Zz, with law 

(0' ,g',r',a')(O,g,y,a) 

= (0' + oa' + (J)i'(2)(g',g"'),g'g"',r'Y{J)!:(a',a),a'a) 
(4.3) 

with lJER,geE(2), YE{I, - t}, aE{l,P}, where the group Zz 
is isomorphic to Z4' generated by (I,P) with 
(l,p)2 = ( - 1,1), and lY = - O. 

The group acts via the projection (O,g,y,a) - (g,a) on 
the plane and the isotopy group I' is the set {( 0, (0,0,4», y,a)} 
which has a semidirect product structure {R ® SOC 2) }0Z4 
with Z4 acting on R ® SO(2) via the projection (y,a) -a. 

As follows from the theory given in Sec. III we have to 
compute the sets of one-dimensional semilinear representa­
tions (crossed homomorphisms) off and E(2) on U(l). 
Both are easily found using the Wigner procedure14 starting 
from the linear representations off + and E(2) + (the sym­
bol + indicates the subgroup represented by linear opera­
tors, i.e., H). The result is that the classes of one-dimensional 
semilinear representations of f modulo those which are ex­
tended to E(2) are parametrized by p. Hence the general 
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form ofa SLOR of the complete Euclidean group induced by 
a one-dimensional representation of I' is given by 

(U(g,a )/)( (g,a )x) 

(4.4) 

where I1(P) = K. In the calculation we have taken the sec­
tion s: X ...... E(2) given bys(x) = (O,x,O,I,l). 

B. Kinematical groups 

1. Gaillel (2+1) group 
Let us now consider the complete Galilei group G in two 

space dimensions, obtained by adjoining to the proper Gali­
lei (2 + 1) group Go the line reflection P and the time rever­
sal T, 

The group is a semidirect product ofthe connected Gali­
lei group Go = {( b,a l,az,vl,vz,t/J)} by a group of reflections 
isomorphic to the Klein Vierergruppe V, acting on Go as 

P: (b,a l,aZ,vl'v2't/J) ...... (b,a l , - a2,v I , - V2' - t/J) , 

T: (b,a l,a2'v l 'v2't/J) ...... ( - b,a l ,a2, - VI' - V2,t/J) , 

and its elements will be naturally denoted (g,a), with geGo 
andaEV. 

In this case it is known IS thatH2(Go,U( 1 »)~R2, an ele­
ment [M,k] corresponding to the factor system 

(f)~k (g' ,g) = exp(iM(~ bV,2 + v'·a~») 
Xexp( - i(k /2)(v' A v~'h). (4.5) 

The calculation of HZ *G (G, U ( 1 ») is similar to the one in 
the previous example. The result depends on the subgroup H 
of G which is represented by linear operators. The computa­
tions are straightforward and we only state the results in 
Table I. 

From Table I we see that in the physically relevant case, 
U (P) linear and U (n antilinear, only factor systems with 
k = ° appear as restrictions to Go of factor systems of G. The 
representation of the line reflection P through a linear opera­
tor U(P) prevents the possibility of factor systems with 
k ;6 0, which, as we know, are notto be found in LOR's of Go. 

We remark that the "interaction" part A(g,a') is al­
ways missed although the corresponding equations do not 
imply A(g,'a) = 1 but only mean that A(g,a') is a two­
coboundary . 

The structure of the representation group G is similar, 
but not identical to the one for the (3 + 1) case. The reason 
for that difference is the known fact that in two spatial di-

TABLE I. Factor systems for Galilei (2 + I) group. 

mensions the point reflection is a rotation, unlike the three­
dimensional case. The composition law of Gis 

(O,g',( r',a') )(O,g,( y,a») 

= (0' + oa' + (f)~(g' ~),g'~',(r',a') (y,a»), (4,6) 

with oa = 0 for a = I,P, and oa = - 0 for a = T,PT, and 
(y,a) denotes an element of the representation group V for V 
(see Ref. 16). 

This group acts on the (2 + 1) space-time through the 
projection (O,b,a,v,t/J,y,a) ...... (b,a,v,t/J,a). The isotopy sub­
group of the point (0,0) is I' = {(O,O,O,v,t/J,y,a)}, and the 
subgroup r + to be represented linearly is isomorphic to 
R® (E(2)<:)V+), where V+ isthesubgroup{(y,a)}ofV for 
which a = 1 or P. This subgroup V + is isomorphic to 
Z4 ® Z2 and acts on E(2) via the projection V + ...... V + [i.e., 
(y,a) acts as P and (y, 1) as the identity]. In the isomor­
phism V + ~ Z4 ® Zz, the first subgroup is generated by ( 1,P) 
[ ( 1 ,P) 2 = (IL v, 1) in the notation used in Ref. 13], and Zz is 
the remaining part of V +. 

The linear one-dimensional representations of r + are 
easily found. They are given by U(O,v,t/J,y,a) 
= eiMO 11",,,,,, (y,a) (same notations as in Ref. 13) and from 

them one gets the one-dimensional, and some two-dimen­
sional semilinear representations of r. With the choice 
go = (O,O,O,O,I,nEr - I' + and proceeding as usual, we 
find that only those one-dimensional representations of I' + 
with E I = Ez = 1 are Wigner type I. Hence one-dimensional 
semilinear representations ofr are parametrized by (M,E), 
with MER and E = ± 1, and they are given by 

I1EM (O,v,t/J,y,l) = eiMO
; I1EM (O,O,O,I,P) = E; 

I1EM (O,O,O,I,n = K, 

K being the complex conjugation operator. 

(4.7) 

Proceeding in the same way, one easily finds out the 
corresponding represenations of G. They are parametrized 
by [P,E], PER, EE{ 1, - I} and its explicit expression is 

D{JE(O,b,a,v,t/J,y,l) = ei{3b; D{JE(O,O,O,O,O,I,P) = E, 

D{JE(O,O,O,O,O,I,n = K (4.8) 

so that we obtain that the classes of LOR of the (2 + 1) 
complete Galilei group with P linearly and T antilinearly 
represented are given by induction from semilinear represen­
tations ofr 

(U(g,a)/)(g,a)x) = exp(iM(!bv,2 + v'·a~a»)A(a)/(x) , 
(4.9) 

with A being a semilinear representation of V. Here we can 
choose the section s as sex) = (O,x,O,O,I,l). 

As pointed out at the beginning of the example, things 

U(P) General factor system of G equivalent to mG. (G,U(l») 

unitary 
anti unitary 
antiunitary 

1087 

anti unitary 
unitary 
anti unitary 
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ClI~O (g' ,g"}ClI~." (a',a) 

ClIg;. (g' ,g"}ClI~." (a',a) 

ClI~."(a',a) 

R®Z2®Z2 
R®Z2®Z, 

Z2®Z2 
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are very different if one searchs for LOR with P antilinear, 
for then necessarily M = O. 

2. Newton-Hooke 3+1 groups 

The connected Hooke group Ho has been studied in Ref. 
9. Here we will study the LOR of the complete group taking 
into due account the reflections. This study is also relevant to 
the "Dirac-like" equation for this case, the so-called Dubois 
equation.9

•
17 

We will only consider the oscillating group H -, hereaf­
ter referred to simply as H; the discussion for H + is very 
similar. As in the preceding examples we are going to consid­
er only the realizations of H which represent linearly the 
subgroupH+ = H00V+, with V+ = {l,P}. The usual way 
ofcomputingthegroupH 2.H (H,U( 1) )givesH 2

• H (H,U( 1») 
~ R ® Zz ® V, and a lifting of [M,I,m,n], MER, 
/,m,n,E{l, - n, has amass M part WHoM (g,g"') (see Ref. 18 
for an explicit expression of WHoM) and the remaining terms 
are just as in the Galilean case. 

The representation group is written in full 19 [where 
g= (b,a,v,A),AESU(2)] 

(0 /,g/,y',a') (O,g,y,a) 

= (0/ + 0 a' + 1. (V/2 __ 1_ a/2)7 cos ~ sin ~ 
2 7

2 
7 7 

/ a'( / b a' a/. b a') +A a v COS---SlD-
7 7 7 

/ / • 2 b a
' /' / ) - v a SlD --;-,g ~ , ( y',a )( y,a) , (4.10) 

where 0 transforms under V via the projection V ..... V + "as a 
time." The isotopy group r of the point (0,0) is the set 
{(O,O,O,v,A,y,a)} whose group structure is 
{R ® (R30SU (2)}0 V, the subgroup R30SU (2) being iso­
morphic to the universal covering of the Euclidean three­
dimensional group generated by pure Hooke transforma­
tions and rotations. The subgroup r + is obtained by 
restriction of V to V +. 

TABLE II. Representations O'M(1I2)<,<, of the group r up to pseudoequivalence. 

Indices of 
pseudoequivalence 

classes 
E, E2 Dimension (O,v,A, 1, 1) 

-1 -1 4 D'lz(v,A), 

8 ( D'/2(v,A) 
DI/2(V,AJ, 

-1 8 
(DI/2(V,A) 

Df/2(V,AJ, 

-1 8 
(DI/2(V,A) 

Df/2 (v,AJ, 

with r = (_,') = iO'y. 
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The study of one-dimensional representations of r and 
H is easily carried out, and the result is that the classes of 
one-dimensional semilinear representations of r modulo 
those that can be extended to H are parametrized by MER, 
and a repersentative in each class is, for example, 
)'(O,g,y,a) = eiM9

• In addition to M, each LOR of His 
specified by a pseudoequivalence class of finite-dimensional 
semilinear representations of r. A particularly important 
class of ~OR of H arises fro~ four-dimensional representa­
tions of r [we note that four is the minimal dimension in 
order to get faithful representations of R30SU (2) ]. We 
choose the following representation of r +: 

II ,A ;M9-uM (lI2)E,E2E(I7,V ,y,a) =e 'D1I2 (v,A)il.E,E2E(y,a), 
(4.11 ) 

where 

( 
Dllz(A) 0) 

D I/2(v,A) = lu-vDI/z(A) D A ' 2: 1/2 ( ) 
(4.12~ 

with u= (ul,Uz,U3) the Pauli matrices, and for the V + sub­
group generated by (p,,1), (v, 1 ), and (1 ,P), 

il.E,E2E Cu, 1) = EI ; il.E,E2E (v, 1) = EI ; 

) if EIE2 = 1 , 
-Elz 

(4.13) 

. ) if EIE2 = - 1 . 
-lEI 

Of course when restricted to the connected group this re­
duces, no matter what the values of EI,Ez,E, to the ordinary 
[M,l/2] representation of R®(R30SU(2)j which is 
known to be linked with particles of mass M and spin! be­
cause of the presence of a factor system for mass M and of a 
restriction to SU(2) which is a multiple of D 1I2• 

The next step is to induce a semilinear representation of r. Le,!. us choose go = (O,O,l,l,pn; the automorphism 
r + -+ r + induced by the inner conjugation in f correspond­
ing to go is simply given by 

(O,v,A,y,a) -+ ( - O,v,A,y,a) . 

(O,O,I,I,P) (O/O/I,I,pn 

C2 -1)' 
(r _JK 

C -J (, r -,) -12 
12 

-r 

f -12 J. (14 
14) K 

12 

f -12 J (14 
-14)K 

12 
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Hence the go transformed of the representation {M,1/ 
2,E1,E2,E} is {- M,1/2,E1,E2,E} and we have to search for its 
antiunitary equivalence/inequivalence. Some calculations 
give the results displayed in Table II. In fact when EIE2 = 1 
both are anti unitarily equivalent by means of the complex 
conjugation K, and their Wigner type is I for E 1 = - I and II 
for EI = 1. When EIE2 = - 1 they are not equivalent. 

Furthermore, representations with different M and/or E 

are obviously pseudoequivalent, so that both indices disap­
pear from the labeling for pseudoequivalence classes. For 
a( n 2 = a(pn2 = - 1 the representation remains four­
dimensional. In all other cases the dimension is doubled 
from four to eight, and the representation is fully character­
ized (as long as pseudoequivalence classes are concerned) 
by its restriction to R30SU (2) and the values of the squares 
of the operators a(n and a(pn. Notice that 
a( n = E1E2a(p)a(pn. 

From these expressions the explicit form of the corre­
sponding LOR's of Hare found from formula (3.4) or (3.5). 

C. Invarlance groups of electromagnetic fields 

These groups have been studied from several view­
points,I,2,20-24 both for the relativistic and nonrelativistic 
case. 

As an example we consider the symmetry group of a 
uniform electric field, along the z axis, in the nonrelativistic 
case. The connected symmetry group is the subgroup of Gal­
ilei 3 + 1 generated by H, P j ,K;.J3, i = 1,2,3. Furthermore, 
time reversal is also a symmetry so that we can consider the 
group with time reversal. This is a semidirect product, 
Z2 = {I, T} acting on the connected group as 

where a denotes (a l ,a2 ). If Tis to be represented antilinear­
ly, one obtains the group H ~ocoG (G, U ( 1 ) ) as R3 ® Z2; the R3 
part comes from the connected case [for then 
H ~oc (Go, U (1 ») ~ R3] and Z2 comes from the subgroup 
{1,T}. The local representation group is 
{(0'~'77;b,a,a3,V,V3'tP;r,a)} where O,~,77eR and {r,a} is the 
representation group ~ for (Z2,ZI)' The product law in­
volves the explicit form of the factor systems and will not be 
written here. The complete discussion can be easily carried 
out, and the results include, of course, Kramers theorem [if 
U ( n 2 = - 1 then there cannot be nondegenerate levels for 
a particle in a homogeneous electric field.] 

D. One-dimensional conformal group 

Our last example is a one-dimensional conformal 
group.25 This name ordinarily applies to the group of trans­
formations of the (compactified) real line 

exp(bH):t--+t + b, exp(dD): t--+e- d t , 

exp(OK): t--+t /(1 - ot) . 

The Lie brackets are 

[D,H] = - H, [D,K] = K, [H,K] = 2D. 

In fact, this is the connected component of the identity 
in the group G obtained when one adjoins the simple inver­
sion I: t--+ 1/t to the translation subgroup {exp(bH),beR} 
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[notice exp(OK) = I exp( - OH)I]. Alternatively we can 
enlarge the connected component of the identity by means of 
the point-reflection P: t --+ - t; in both cases the group G 
obtained is the same. The group G [isomorphic to 
GL(2,R)/R*] is also a semidirect product of the connected 
conformal group [isomorphic as one knows to SL(2,R)/ 
Z2] by a Z2 group which can be taken either {1,I} or {1,P}. 
Some expressions are simpler when the last subgroup is cho­
sen, so that we will use it. In terms of the previous parametri­
zation, Z2 = {1,P} acts as 

P: (b,d,O) --+ ( - b,d, - 0) . 

We shall use the standard notation (g,a) with ae{I,P}. 
Let us now study those LOR's with P represented by 

means of an unitary operator. The group H 2
oG (G,U( 1») is 

trivial, because the corresponding group for the connected 
component of identity is already known to be trivial, the part 
for the subgroup {1,P} is trivial, too, and the interaction part 
A (g,a) must be, for fixed a, a one-dimensional representa­
tion of the connected component of the identity which is also 
necessarily trivial. 

Hence the group G is its own representation group. The 
isotopy group is the subgroup {O,d,O,a} whose composition 
law is 

(d',O',a)(d,O,a) = (d',O')(d,o)a' ,a'a) , 

with (d,O)a = (d,O a), ° p = - 0. Its one-dimensional rep­
resentations are easily shown to be labeled by fER, 
Ee{l, - 1}, and given by 

(d,O,a) --+ejdra
E 
(a) such that a

E 
(P) = E . 

The crossed homomorphisms of G are trivial. 
Finally, to obtain the LOR's of G is easy using formula 

(3.4 ). In this case the realizations of G are equivalent to 
representations. 
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APPENDIX: FACTOR SYSTEMS OF SEMIDIRECT 
PRODUCTS 

Theorem: Let G be a Lie group which is a semidirect 
product G = G00V with the action a: g--+~, geGo, aeV, 
and let H be a closed subgroup of G of index 1 or 2. The 
action of G on U ( 1) is denoted by * H, and their restrictions 
to Go and V give the actions of Go and Von U ( 1 ) denoted by 
*(GonH) and *(VnH), respectively. Then each element 
[w ]eH 2

o H (G,U( 1 »)hasaliftingwG eZ2
oH (G,U( 1 »)given by 

wG(g,a;h,{3) 

= wGo(g,h a) [wv(a,{3) r(HnGo)(gh a
) A(g,a)O(HnGo)(g) , 

(At) 
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where cuG"EZ 20(HnG) (GoU(1»), cu VEZ 2o(HnV) (V,U(1 »), and 
A: Go X V -+ U ( 1 ) is a Borel function verifying the following 
relationships: 

cuGo(lS,h a) = (cuGO(g,h) )"(Hn V)(a) A(gh,a) 

X {A(g,a) [A(ha) r(HnGo)(gh,a)}-1 , 

(A2) 

A(g,ap) = A (gfJ,a) [A (g,p) r(HnV)(a) 

X [cuv(a,,B) r(HnGo)(s"") [cuv(a,,B)] -I. (A3) 

Conversely, let us take two actions of Go and Von U ( I) and 
let H be the subgroup of index I or 2 generated by their 
kernels. If cuGo, wV

, and A are functions satifying the above 
relationships (A2) and (A3) then CUG defined by (AI) lives 
inZ 20H(G,U( I »). The proof can be found in Ref. 25. (Other 
references are 26 and 27.) 

A particular case of this theorem appears when G is a 
nonconnected Lie group whose structure is that of a semidi­
rect product of its connected identity component Go by its 
group of connected components V ~ 1T' 0 (G). Then the action 
*(HnGo) of Go in U(1) is trivial. The above relationship 
becomes 

cuG(g,a;h,,B) = wGo(g,h a)cuv(a,,B)A(h,a) (A4) 

with A: GoX V-- U( 1) verifying 

cuGo(lS,h a) = cuGo(g,h)O(Hn V)«a) A(gh,a) 

X{A(g,a)A(h,a)}-I, (A5) 

A(g,a,B) = A(gP,a)[A(g,p) r(HnV)(a) . (A6) 
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The relation between substitutional symmetry operations that leave a real symmetric matrix 
invariant and the degeneracies exhibited by the matrix in diagonal form are examined. The 
usual application of group theory to this problem is formulated. Substitutional (and other) 
symmetries can exist, which do not form part of the invariance group. These symmetries can 
cause extra degeneracy of the root system and are frequently encountered in some physical 
applications such as the Huckel model of molecular bonds. Some general features that lead to 
extra degeneracy are noted and illustrative examples are given for systems of six equivalent 
centers. 

I. INTRODUCTION 

Group theory is extensively used to block diagonalize 
matrices possessing a group symmetry and thus enumerate 
and specify the degeneracy of the root system. Reduction of 
a carrier space to its irreducible representations (irreps) by 
the use of projection operators determines not only the de­
generacies but the roots and their eigenvectors up to equiv­
alence within the resolution of the multiplicity of a given 
irrep. Degenerate eigenvectors are distinguished by choos­
ing diagonalization with respect to a specified subgroup 
chain. Chemists and physicists are so used to the idea that 
knowledge of the symmetry group implies knowledge of the 
degeneracies that the existence of unexplained systematic 
degeneracies in a root system usually stimulates a search for 
hidden symmetries and higher groups. The application of 
O( 4) to the bound states of the Coulomb problem I and the 
unitary group to the harmonic oscillator are well known 
examples of the success of such efforts. It is also well known 
that accidental degeneracies occur when particular values of 
model parameters force crossings of energy levels for differ­
ent symmetry species. Often correlation tables and some 
knowledge of the energy level spacings in two high symme­
try limits are sufficient to show that accidental degeneracies 
must occur in a model. While crossings in parameter space 
can be more general, accidental degeneracies usually require 
particular numerical sets of values for the model parameters. 
We use the term systematic degeneracy to signify degener­
acy that persists over a continuous range of parameter val­
ues. In this paper we examine the question "Do systematic 
degeneracies necessarily imply a group structure?" Counter­
examples derived for specific models have already been re­
ported in the literature showing that the question must be 
answered in the negative. 3 

More specifically we examine the root structure of real 
symmetric n X n matrices with substitutional symmetries 
among the elements. Our attention was drawn to this prob­
lem in terms of molecular orbital calculations using a simple 
Huckel model. Using this model it is common to obtain a 
root structure with more degeneracy than can be implied by 

the spatial point group symmetry.4 Similar matrices and 
higher degeneracies than those derivable from simple point 
group analysis frequently arise in vibrational or electron or­
bital calculations when models are subjected to various re­
strictions. 

We note at the start that the root system of a matrix 
remains the same under all similarity transformations. A 
matrix in its equivalent forms will in general display differ­
ent substitutional symmetry. Therefore it is not surprising 
that different substitutional symmetries can be connected to 
the same degeneracy system, i.e., even if systematic degener­
acies implied a substitutional group structure it would not 
necessarily be unique. However, one might hope that knowl­
edge of the eigenvectors would be sufficient to distinguish 
between possible symmetry groups and one could determine 
the matrix form with maximum substitutional symmetry. In 
the next section we establish a general framework within 
which the substitutional symmetry of real symmetric matri­
ces may be analyzed. By specific construction we show that 
two distinct substitutional symmetry groups can result in the 
same degeneracies. By identification of the roots these sym­
metry groups can apply to equivalent forms of the same ma­
trix. By specific construction we also show how higher de­
generacies can exist without necessarily implying a higher 
symmetry group. Section III presents illustrative examples 
using 6 X 6 matrices. We close with some remarks. 

II. GENERAL THEORY 

We wish to establish the degeneracies and symmetry 
species of the root form of an n X n real symmetric matrix 
which is invariant under a set of substitutional symmetry 
operations. For some physical applications one can easily 
specialize to matrices with zero diagonal elements. Such ma­
trices are encountered in molecular vibration theory and 
molecular orbital theory as in the Huckel approximation. 
Since we are considering only substitutional symmetries, we 
may limit analysis to permutational groups; i.e., Sn' the sym­
metric group on n items, and its subgroups. All three-dimen­
sional point groups are isomorphic to subgroups of the sym-
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metric group, but the latter has a much richer group 
structure. Indeed the symmetric group Sn is isomorphic to 
an (n - 1) -dimensional point group as can be shown by an 
inductive construction. Thus S2 describes two equivalent 
points of a line that generates the planar equilateral triangle 
with S3 symmetry which in tum generates the tetrahedral 
symmetry S4, etc. In general the matrix may have substitu­
tional symmetry above the three-dimensional space symme­
try of the model. The full symmetry group may have no point 
group realization although it does contain the geometric 
symmetry as a subgroup. Even considering these higher per­
mutational groups we will show that some systematic degen­
eracies are due to symmetries that cannot be represented as 
elements of a group. 

The natural representation on n items has n X n permu­
tational matrices with zero entries except for a single unit in 
any row or column. If a permutation takes j to k, its matrix 
representation has a unit in the k th row ofthej th column. In 
reduced form in Sn the natural representation spans 
[n] + [n - 1,1], the one-dimensional totally symmetric ir­
rep and the (n - 1)- dimensional defining irrep. The matri­
ces of the natural representation span the Kronecker square 
of the representation which further separates into symme­
trized and antisymmetrized forms. Symmetric matrices span 
the irreps ([n] + [n - 1,1])0[2] = 2[n] + 2[n - 1,1] 
+ [n - 2,2]. The diagonal elements themselves transform 

as the natural representation so real symmetric matrices 
with zeros on the diagonal transform as [n] + [n - 1, 
1] + [n - 2,2]. The above decomposition requires that a 
real symmetric matrix invariant under all the permutations 
of Sn can be considered as a linear combination of at most 
two invariant forms (corresponding to the multiplicity of 
the invariant species [n] in the symmetrized square) and has 
roots that form a singlet and an n - 1 degenerate level (cor­
responding to the decomposition of the natural representa­
tion). Requiring the additional condition of zero values on 
the diagonal restricts the number of invariant matrices in 
this case to one. The group theoretical classification of the 
number of invariant forms and the resultant degeneracy of 
the roots proceeds in the same way for any subgroup. The 
irrep decomposition of the natural representation on restric­
tion to the subgroup determines the group caused degener­
acy of the roots. The number of possible invariants equal the 
mUltiplicity of the totally symmetric irrep in the decomposi­
tion of the Kronecker square (or equivalently in the restric­
tion of 2[n] + 2[n - 1,1] + [n - 2,2] to the subgroup). 
The number of diagonal invariants is simply the multiplicity 
of the totally symmetric irrep in the decomposition of the 
natural representation so the number of invariants with ze­
ros on the diagonal is easily found. Because we deal only with 
real matrices only real irreps or complex representations in 
pairs will occur in the decomposition of the natural represen­
tation. Therefore the multiplicity of the totally symmetric 
irrep in the symmetrized Kronecker square is equal to the 
sum of binomials (I t 1), where f is the mUltiplicity of an 
irrep in the decomposition of the natural representation. For 
zeros on the diagonal one need only sum the binomials 
(/2

1 ). 

Group theory allows more than just enumeration of the 
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number of invariants and the resulting degeneracies. To 
uniquely specify the eigenvectors of the root form one simul­
taneously diagonalizes a maximum set of mutually commut­
ing but independent operators. Within this set are invariant 
operators corresponding to the class sums, which, when di­
agonalized, serve to specify the irreps. Subclass operators 
invariant within a subgroup sequence serve to specify the 
basis within a degenerate species. The invariant matrices 
representing class sums within the natural representation 
are easily determined. Character theory requires their ma­
trix within an irrep be a constant times the identity matrix. 
The constant equals the class order times the irrep character 
of the class divided by the irrep dimension, that is, the invar­
iant matrices corresponding to class sums in a group or its 
subgroups are known in the natural permutation representa­
tion and in their irrep root forms. There are as many inde­
pendent invariant matrices representing class sums as there 
are inequivalent irreps occurring in the decomposition of the 
natural representation. Multiplicities usually cannot be re­
solved solely by group theory and generally require solving 
for the roots of a polynomial the order of the multiplicity. As 
an elementary example there are only two independent ma­
trices representing class sums in the natural representation 
of Sn. These can be taken as the identity matrix En and a 
matrix with the unit in all off-diagonal positions and zeros on 
the diagonal. Character theory requires that this latter ma­
trix has root form of a singlet with value n - 1 and an n - 1 
degenerate level with root - 1. In Sn our problem is com­
pletely determined by group theory. Group theory also com­
pletely determines the diagonalization when the subgroup 
involved is the cyclic group en. This is because the natural 
representation of Sn spans the regular representation of en' 
which has only one-dimensional (Fourier) irreps and there­
fore no multiplicity. Actually the point group frequently en­
countered is env of a planar ring structure or its equivalent 
D md (n = 2m) for a puckered ring. Either of these point 
groups are isomorphic to the semidirect product en VS2 • 

The effect of the semidirect product is to join the cycle ele­
ment (n)P and its inverse (n) n - P, 0 <p < n12, into the same 
class (p), and to join the Fourier irrep k with its complex 
conjugate irrep n - k, 0 < k < n12, into the two- dimensional 
real irrep {k}. There is still no multiplicity in the decomposi­
tion of the natural representation and group theory gives the 
roots {k} = a o + ap«(j}kp + (j}-kp ), where(j} = exp(i217in) 
and ap is the pth neighbor interaction. For nl2 = m = p the 
quantity in parentheses should be set equal to ( - 1) k. The 
invariant matrix has elements Aij = a 1i _ jl • The expression 
for the roots is easily understood in terms of the class sums 
with the matrix representing the cycle (n) in diagonal form. 
Group theory and a knowledge of the class invariant matri­
ces completely solves the multiplicity-free problem. 

The application of group theory to this problem may be 
summarized in the following steps. 

( 1) Decompose the natural representation of Sn on re­
striction to the spatial subgroup ([ n] + [n - 1,1])! 
"'" ~[Ai] f· The dimensions of the irreps give the degener­
acies of the roots. The roots ofirreps occurring without mul­
tiplicity are completely determined by the class matrices as 
simple linear combinations of the invariant matrix param-
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eters. The roots of irreps occurring with multiplicity f must 
be determined from a polynomial (the secular determinant) 
of rank fin the invariant matrix parameters. 

(2) The number of invariant matrix parameters is equal 
to the sum of the binomials (I ~ 1). 

It is instructive to examine the diagonalization proce­
dure in a little more detail. The rows of the transformation 
matrix that bring about the block diagonal form within an 
equivalent irrep species are essentially proportional to the 
projection operators of the group. Indeed the projection op­
erators defined for a general group Gas 

IAmn)(gl={IAI/IGI}1/2l:[~ !]*(gl (2.1) 

can be considered as the transformation matrix reducing the 
regular representation of the group. For our case only the 
projection operators for the irreps in the reduction of the 
natural representation will occur. The size of the resulting 
block matrices is the multiplicity of the irrep species in the 
reduction with identical blocks appearing equal to the di­
mension of the irrep. Note the following similarity transfor­
mation for submatrices of an overall matrix: 

O][A C][ut 
U2 C+ B 0 

= [ 
UIAUI+ U1CUt] 

(2.2) 
U2C+U 1+ U2BUt· 

Under Sn _ mSm the natural representation spans 
(2[n-m]+[n-m-l,l]) [m]+[n-m] [m-l,l] 
so for m > 1 there are five invariants, two diagonals, two off­
diagonals connecting elements within each subset, and one 
off-diagonal connecting elements of the two subsets. Let a 
and a' be the two diagonal parameters, band b ' be the off­
diagonal parameters within the subsets, and c be the param­
eter between the subsets. Block diagonalization is obtained 
by using projection operators for the constituent irreps. 
Block diagonalization comes about because the n - m X m 
matrix representing the interaction between the subsets 
(with c in every position) transforms only as [n - m] [m] 
and the other projections give zeros in these positions. Thus 
we find in the block diagonal form a - b ( 1 Xl) 's occurring 
n - m - 1 times, a' - b ' occurring m - 1 times, and a 2 X 2 
with entries 

[
a+ (n-m~ l)b {(n_m)mc2}1:2]. 
{en - m)mc- }1/2 a' + (m - l)b 

Solving the quadratic this has roots 

{a+ (n-m-l)b+a'+ (m-l)b'}/2 

± {[(a + (n - m -1)b - a' - (m - l)b')/2f 

+ (n - m)mc2}1/2. (2.3) 

We see with a = a' and b = b' = c this has the form of an Sn 
invariant and the corresponding root system discussed 
above. A special case occurs when n = 2m for which we may 
embed the symmetrized wreath product Sm wr S2 in the 
subgroup chain. The natural representation carries the ir­
reps [m] ® ([2] + [12]) + ([m], [m - 1,1]) giving three 
parameters with two singlets and an (2m - 2) -fold degener­
ate level. The roots are completely determined by group the-
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ory. In particular no quadratic pOlynomial must be solved 
and no radical appears in the expression for the roots. Root 
expressions for this case are obtained from (2.3) by setting 
a = a' and b = b '. 

This same set of two singlets and a 2m - 2 degenerate 
level is obtained for the subgroup S2m _ 1 SI , which, however, 
has four invariant parameters. Moreover, in this latter case a 
quadratic must be solved with the characteristic radical ap­
pearing in the expression for the two singlet roots. Thus we 
conclude the system of degeneracies does not uniquely deter­
mine the substitutional symmetry group of the matrix from 
which the roots were obtained. The expressions for the roots 
for the case Sn _ 1 SI may be obtained from (2.3) by setting 
m = 1 and b ' = O. Since the three roots for S2m _ 1 S) are ex­
pressed in terms of four parameters, we can adjust the nu­
merical values of these parameters so the roots are equal to 
those determined for an invariant matrix with Sm wr S2 
symmetry; i.e., the two matrices with different substitutional 
symmetries are in fact equivalent. Finally by returning to the 
general case for Sn _ mSm and simply setting a - b = a' - b' 
we obtain an (n - 2)-fold degeneracy. The number of pa­
rameters is effectively reduced to four but there is no higher 
substitutional symmetry group for real symmetric matrices 
having this as its invariant form. Hence we must conclude 
the higher degeneracy does not result from purely group 
theoretical considerations. 

III. EXAMPLE SYSTEMS 
As particular examples we consider several subgroup 

sequences with n = 6. The dimension is sufficient to make 
the examples nontrivial and illustrate all the points raised 
above. In addition several of the subgroups are isomorphic to 
point groups and therefore have direct physical application. 
We will make frequent reference to wreath product sub­
groups of the type S n wr Sm. The wreath product group [a 
semidirect product (Sn)m V Sm] is discussed extensively in 
the book by James and Kerber. 5 For spatial realizations and 
for ordering the matrices we will generally pair (j, 7 - j). 
Table I gives the subgroup chains considered, the irrep de­
compositions, and analytic expressions for the roots as func­
tions of the invariant matrix parameters and labelled by the 
irrep species. One may easily check the invariance of the 
matrix trace in the three examples given. 

For the first example given in part (a) of Table I a spa­
tial realization of S3S2 is given by two identical equilateral 
triangles in parallel planes with a sixty degree phase shift and 
a variable displacement along the perpendicular joining 
their midpoints (a trigonal anti prism ). The lower group 
characterizes the substitutional symmetry of structures like 
the benzene ring. At a displacement such that the intervertex 
distances become identical the vertices are at the face centers 
of a cube with symmetry S2 wr S3. If on the other hand the 
two equilateral triangles rotate sufficiently fast about the 
perpendicular, the interactions between the vertices of the 
two triangles might be considered equivalent (isodynamic 
equivalences) and S3 wr S2 is appropriate although it has no 
point group realization. Setting c = d the two doublets com­
bine to form the quartet of S3 wr S2. Alternately setting 
b = d the final doublet and singlet combine to form the trip­
let of S2 wr S3. With b = c = d the two doublets and final 
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TABLE I. Three examples using subgroups of S6' Presented in the order: possible subgroup chains; a diagram suggesting the spatial group; the subduction 
chains for the irrep [5, I] of S6; the form and parametrization of the invariant matrix, and analytic expressions for the roots of the invariant matrix. 

(a) Subgroup D3d including roots of the class matrices used to determine the irrep roots 

Group chain 

Subduction chain 

[5,1(,[3] ® [12] + ([3],[2,1]) __ [3][12] + [2,1]([2] + [12]). 

"[2] ® [2,1] + ([2] ® [2],[12])/ 

Invariant matrix 

a b b d d c 

b a b d c d 

b b a c d d 

d d c a b b 

d c d b a b 

c d d b b a 

Irrep roots of the class matrices in the subgroup S3S2 
class parameter [3] [2] [2,1][2] [2,1][12] 

(16) = (13)(12) 

(32) = (3)(12) 
(23) = (13)(2) 

(6) = (3)(2) 

Irrep roots 

a 
b 
c 
d 

[3] [2]=a+2b+c+2d (singlet) 
[2,1] [2] = a - b + c - d (doublet) 
[2,1] [12] =a-b-c+d (doublet) 
[3] [12] = a + 2b - c - 2d (singlet) 

(b) Subgroup D 4h 

Group chain 

Subduction chain 

1 1 
2 -1 
1 1 
2 -1 

[5,1]/[2] ® [2,1] + ([2] ® [2],[ 12]) ~([2] ® [2])( [2] + [12]) + ([2] ® [12] )[2] + ([2], [12]) [2]. 

~[4]([2] + [12]) + [3,1][2]~ 

Invariant matrix 

a c c c c e 

c b d d f c 
c d b f d c 

c d f b d c 
c f d d b c 
e c c c c a 

1 
-1 
-1 

1 

[3][12] 

1 
2 

-1 
-2 
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TABLE I. (Continued.) 

Irrep roots 

([2] ® [2]) (2) = (0 + e + b + / + 2d)/2 ± {[ (0 + e - b - / - 2d)/2F + Se2}'12 (singlets) 

([2) ® [12]) (2) = b + / - 2d (singlet) 

([2),[ 1'] )[2] = b - / (doublet) 

([2] ® (2)[ 12) = 0 - e (singlet) 

(c) Subgroup D2d 

Group chain 

Subduction chain 

2 ,4 
\ , 

1-6 

/ \ 
3 5 

[5,1(,[3) ® [12] + ([3),[2,1])---"'[2] ® (2) + 2([2) ® [12]) + ([2),[1 2]) 

\(4)([2) + [12]) + [3,llI2( 

Invariant matrix 

0 d e e d / 
d b e e g e 

e e b g e d 

e e g b e d 

d g e c b e 

e d d e 0 

Irrep roots 

(2) ® (2) = (b + g + 2e + 0 + /)/2 ± {[ (b + g + 2e - 0 - j)/2F + 2(d + e)2}1/2 (singlets) 

(2) ® [12] = (b + g- 2e + 0 - j)/2 ± {[ (b + g - 2e - 0 + j)/2F + 2(d - e)2}'12 (singlets) 

([2),[12))=b-o (doublets) 

singlet combine to form the quintet of S6' 
The above example was completely resolved by group 

theoretical methods and no extra degeneracy occurred. Con­
sider now the subgroup link given in part (b) of Table I. A 
spatial realization of the lower subgroup corresponds to ver­
tices at the face center of a cube distorted along one axis 
joining opposite faces. Although the two intermediate sub­
groups are isomorphic to the cubic group they represent dif­
ferent embeddings in the group chain. Settingf = d the ma­
trix is invariant under S4S2 and the doublet and ([2] 
® [ 12]) [2] singlet merge to form the [3,}] [2] triplet. Al­
ternately setting e = f, d = c, and b = a the matrix is invar­
iant under S2 wr S3' the above radical factors giving roots 
a + f + 4e and a + f - 2e the latter of which merges with a 
singlet to form the [2] ® [2,} ] doublet. The doublet and the 
([2] ® [2]) [}2] singlet merge to form the ([2] ® [2], 
[}2]) triplet. Note by simply setting a - e = b - fwe have a 
five-parameter matrix with a triplet degeneracy which is in­
variant under neither of the higher subgroups. If the roots 
are arranged as above no crossing oflevels to produce com­
patability with irrep species is required. 
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The extra degeneracy does not result from the multiplic­
ity (i. e., from the value of the square root in the quadratic). 
No intermediate subgroup can exist in the decomposition 
S2 wr S3 / (S2 wr S2 )S2' This is another example of a sys­
tematic degeneracy which is not directly a result of group 
symmetry. This is similar to the extra degeneracy that may 
be obtained in the S4S2 symmetry by setting a - e = b - d 
giving a quartet while no intermediate subgroup can exist in 
the chain S6 /S4S2' Note also the radical factors by simply 
setting a + e - b - f - 2d = 2e. 

Next consider the subgroup link of part (c) of Table I. 
The D2d symmetry corresponds to the figure shown with the 
(2,3), (4,5), and (1,6) lines mutually perpendicular. If 
a - f= b - c and d - e = g - c, the[2] ® [12] radicalfac­
tors giving roots b + 2g - 3c and b - a; the latter of which 
merges with the doublet to form the [3,1] [2] triplet of 
S4S2' Note simply setting d = e brings this matrix to the 
form invariant under (S2 wr S2 )S2 discussed above. A trip­
let degeneracy with no underlying group symmetry may be 
obtained in a manner similar to that discussed there. 

A more complicated case involving the structure of tri-
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phenylmethyl with spatial substitution group S2 wr S3 yet 
showing fivefold degeneracies is discussed elsewhere.6 

IV. CONCLUSIONS 

Group theory is linked with degeneracy by the fact that 
if two operators Sand T commute with an operator M then 
so does their product [ TS, M] = 0, i.e., closure is required in 
both the· operator realization and their matrix representa­
tion. However, matrix commutation [T, M] = 0 implies in­
variance under a similarity transformation TMT- 1 = M if 
and only if the inverse exists. The elements ofa real symmet­
ric matrix also form the basis of an [(n + l)nI2]-dimen­
sional vector space and any substitutional symmetry among 
the matrix elements is also a substitutional symmetry oper­
ation in the vector space. The identification (T+ Mn ij 
= Mkl (T * ki T Ij) shows that every unitary transformation 
of the matrix is a unitary transformation of the vector space. 
In particular, permutational (substitutional) transforma­
tions of the matrix give a permutational transformation of 
the vector space. But not every transformation of the vector 
space can be put in the factored form of a matrix transforma­
tion. In particular there exist substitutional transformations 
of the vector space which have no corresponding unitary 
transformation of the underlying matrix. Thus a matrix may 
show substitutional symmetries among its elements which 
do not correspond to a higher invariance group yet do result 
in greater degeneracy than that required by the actual invar­
iance group. 

The diagonalization of an Hermitian matrix may be 
considered in terms of perturbation theory. Suppose the set 
of n items divides naturally into two subsets n 1 and n2 such 
that the invariant matrix has on its diagonal block matrices 
A 1 and A2 describing the intraset interactions with substitu­
tional symmetry groups G1 and G2 , respectively. The inter­
set interactions are represented by the off-diagonal n l Xn 2 

block matrix A 12 which in zeroth order is the null matrix. By 
setting all interset interactions to the same value the overall 
symmetry is not lowered. On reduction to irrep species the 
off-diagonal interset interaction matrix will have a nonzero 
entry only in the position connecting the totally symmetric 
irrep species of the two diagonal block matrices. Roots for 
the other irrep species are unaffected because the interset 
interaction matrix does not have the symmetry to effect 
them. In the special case n = 2m the nonzero interset inter­
action lifts the zeroth-order degeneracy between the 
[m] ® [2] and [m] ® [12] modes. In Huckel models the in­
terset interaction is usually limited to first neighbors in a 
specified spatial arrangement with all other interset matrix 
elements set equal to zero. This lowers the overall symmetry 
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of the matrix to the point group allowed by the spatial ar­
rangement. However, the intraset interactions in the diag­
onal blocks are usually considered as unmodified and there­
fore still represent the zeroth-order symmetry. When 
transformed to the irrep species of the zeroth-order symme­
try group the interset interaction matrix often has vanishing 
entries for some irrep species. Thus some irrep species reflect 
the lower point group symmetry and degeneracies are lifted 
by the interset interactions while other irrep species are unaf­
fected by the interset interactions and retain the degener­
acies implicit in the zeroth-order symmetry group. In per­
turbation problems H = Ho + J..H1 , where the zeroth-order 
symmetry Go is lowered by the perturbation to symmetry G, 
it is not uncommon for some zeroth-order degeneracies to 
persist through first-order perturbation calculations so that 
the model to this order has symmetry higher than G. Al­
though analogous to this extra degeneracy in first-order per­
turbation theory, the Huckel model is slightly different in 
that the perturbation is completely ignored in the intraset 
interactions (the diagonal block matrices are not modified) 
and the matrix is diagonalized in a finite basis (several or­
ders of perturbation in a truncated basis). 

In summary we have outlined a group theoretical proce­
dure for determining the general form of a real symmetric 
matrix invariant under a given substitutional symmetry 
group. The procedure gives the number of independent ele­
ments appearing in the invariant matrix and the degener­
acies of the root form. Projection operators of the group are 
sufficient to block diagonalize the matrix within equivalent 
irreps. Further diagonalization involves the resolution of 
polynomials of order of the multiplicities which in general 
do not factor. By specific examples we have shown the de­
generacies of the roots do not uniquely determine the substi­
tutional symmetry group which leaves the matrix invariant. 
Substitutional symmetries that cannot be realized as similar­
ity transformations forming a group can cause systematic 
degeneracies beyond those derivable from purely group 
theoretic analysis. 
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In this paper, several problems concerning the Lie algebra structure of symmetries and 
variational symmetries of a general linear system of second-order ordinary differential 
equations are studied. In particular, a necessary and sufficient condition is obtained, in terms 
ofthe coefficients of the system, for the system's symmetry algebra to be of maximal dimension 
(i.e., n2 + 4n + 3) and isomorphic to sl(n + 2,R), the well-known symmetry algebra of the 
free-particle equation x" = O. When this condition is satisfied, it is proved that the system is 
Lagrangian and that its variational symmetry algebra is isomorphic to a fixed, 
(n 2 + 3n + 6)/2-dimensional Lie algebra, whose structure (Levi-Mal'cev decomposition and 
realization by means of a matrix algebra) is determined. For the particular case of isotropic 
systems (which includes, as far as is known, all the examples treated in the literature), explicit 
formulas for the generators of both the symmetry algebra and the variational symmetry 
algebra are obtained. 

I. INTRODUCTION 

Recently there has been a growing interest in the study 
of the continuous symmetries of systems of ordinary differ­
ential equations (ODE's), due to a wide range of reasons 
such as (i) the connection between continuous symmetries 
and first integrals of a system of ODE's,I.2 even when the 
system is not derivable from a variational principle and 
Noether's classical theorem is not applicable; (ii) the valu­
able information about qualitative properties of the solutions 
of a system of ODE's that symmetries can sometimes pro­
vide3

•
4

; and (iii) the recently conjectured importance of the 
structure of the symmetry group of a system of differential 
equations in connection with its quantization,5 etc. As a con­
sequence, the last decade has witnessed a significant exten­
sion of the number of differential equations whose Lie alge­
bra of symmetry vectors is known. (A symmetry vector of a 
differential equation, called by Lie an infinitesimal symme­
try, is just the generator of a one-parameter subgroup of sym­
metry transformations; it is a well-known fact6 that the set of 
all the symmetry vectors of a differential equation forms a 
Lie algebra, whose associated Lie group is the group of all 
symmetry transformations continuously connected to the 
identity.) Such systems are, with a few exceptions,7.8 second 
order and linear, and include the free-particle,9 the harmonic 
oscillator with time-dependent frequency,1O and the one-di­
mensional harmonic oscillator with constant damping. II It 
was found that the symmetry algebra of all these systems is 
not only of maximal dimension (i.e., n2 + 4n + 3), but it is 
also isomorphic to sl (n + 2,R), n being the dimension of the 
system. (As is well-known, the dimension of the symmetry 
algebra of an analytic system of n second-order ODE's can­
not be greater than n2 + 4n + 3; this result was established 
by Lie9 for n = 1, and was recently extended in Ref. 8 to 
systems of arbitrary dimension. ) 

It was conjectured on these grounds that the above is 
true for all linear (nonhomogeneous) systems of second­
order differential equations. For single equations (i.e., n 
= 1) this result was first established locally by Leach 12 us-

ing the Hamiltonian formalism. He showed that the restric­
tion of any linear second-order differential equation to an 
appropriate open subset possesses an eight-dimensional 
symmetry algebra which is isomorphic to s1(3,R). This re­
sult was rederived by Martini and Kersten 13 by using Ar­
nold's transformation (see the following section) to show 
that every linear second-order differential equation is locally 
equivalent to x" = O. These authors, however, did not obtain 
a closed formula for the generators of the symmetry algebra. 
Finally, Aguirre and Krausel4 showed by direct calculation 
that the symmetry algebra of every linear second-order dif­
ferential equation is eight-dimensional. In contrast to Refs. 
12 and 13, this was a global result. However, its authors, 
apparently unaware of the previous references, were not able 
to prove that the eight-dimensional symmetry algebra they 
found was isomorphic to s1(3,R). [This actually follows 
easily from a theorem of Lie according to which every sec­
ond-order differential equation whose symmetry algebra is 
eight-dimensional is locally equivalent to x" = 0, whose 
symmetry algebra is known to be isomorphic to sl(3,R).] 

For systems of arbitrary dimension n > 1, however, very 
little is known. Leach 12 conjectured in 1979 that the symme­
try algebra of every linear system of n second-order differen­
tial equations is isomorphic to sl(n + 2,R). He even ad­
vanced a heuristic argument justifying this claim for uncou­
pled, undamped, and homogeneous systems. 15 

We shall see in this paper that the above conjecture is 
actually false, even for the simple case just mentioned. This, 
of course, raises the problem of finding necessary and suffi­
cient conditions in order that a linear second-order system, 

x" + 2A I (t)·x' + Ao(t)·x + b(t) = 0, 

x,bER", Ao,A1 nXn matrices, (1.1) 

be isomorphic to sl (n + 2,R). This problem will be com­
pletely solved in Sec. II, where we shall establish the follow­
ing result. 

Theorem 1 (Main theorem): The symmetry algebra of 
the system (1.1) is isomorphic to sl (n + 2,R) if and only if 
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there exists a scalar function a: R .... R such that 

Ao=A J' +A I
2 +al. ( 1.2) 

In fact, we shall prove a stronger result, namely that 
(1.2) is also necessary and sufficient for the system (1.1) to 
admit a symmetry algebra of maximal dimension (Le., 
n2 + 4n + 3). In other words, among all (n 2 + 4n + 3) -di­
mensional Lie algebras only sl(n + 2,R) can be isomorphic 
to the symmetry algebra of a linear second-order system. For 
n = I, this result was proved by Lie (Ref. 9, p. 405) for 
arbitrary (not necessarily linear) equations using his famous 
classification of Lie algebras of vector fields in the plane. 16 

To the best of our knowledge, however, the case n > 1 has not 
been dealt with at all in the literature. This is probably due to 
the fact that for n > 2, the classification of all Lie algebras of 
vector fields in Rn along the lines followed by Lie for n = 2 
has proved to be a formidable task, so far accomplished only 
for n<6. 17 Another consequence of the theorem is that (1.2) 
also characterizes all linear systems (1.1) which can be lo­
cally transformed to the canonical form 

d 2y 
-=0 (1.3) 
du2 

by a suitable change of coordinates (t,x) .... (u,y), i.e., all 
linear second-order systems whose integral curves can be 
simultaneously rectified by a single change of local coordi­
nates. 

In Sec. III we shall show that all the linear systems ( 1.1 ) 
satisfying condition (1.2) (henceforth called maximally 
symmetric, for obvious reasons) are Lagrangian, i.e., they 
are equivalent to the system of Euler-Lagrange variational 
equations of some action 

A = it. L(t,x,x')dt. 
to 

We shall see that L is given explicitly by the formula 

2L = R -I(t) [x' - XO(t) -AI(t)·{x - Xo(t»)] 2 

(1.4) 

-a(t)[R -1(t)*(X-Xo(t)W, (1.5) 

where Xo(t) is any particular solution of (1.1), a(t) is de­
fined by (1.2), and R (t) is an n X n matrix satisfying 

R' + AIR = 0, R(O) nonsingular. ( 1.6) 

We shall study the algebra of variational symmetry vectors 
of ( 1.4) and (1.5), proving that it is always isomorphic to a 
certain fixed Lie algebra gV of dimension (n 2 + 3n + 6 )/2. 
We shall also analyze the structure of this algebra, finding its 
Levi-Mal' cev decomposition 18 and an explicit realization of 
it as a matrix algebra. In particular, our results apply to such 
systems as the n-dimensional harmonic oscillator, the one­
dimensional harmonic oscillator with time-dependent fre­
quency, and the one-dimensional damped harmonic oscilla­
tor. The variational symmetry algebras of these systems have 
been computed by several authors 10.11 but, as far as we know, 
their structure was not analyzed; in particular, it was not 
even known if (for fixed n) all these algebras were isomor­
phic or not. 

The method used to prove the above results relies on the 
simple fact that the property of being a symmetry vector of a 
system of differential equations is invariant under changes of 
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coordinates. This allows us to simplify the problem at hand 
by a suitable choice of local coordinates, which in fact is a 
generalization of Arnold's transformation, already used in 
this context in Ref. 13 when n = 1. The results obtained in 
this way are, however, purely local. To obtain their global 
counterparts, we show that the local formulas we derive are 
actually globally well-defined. An outcome of this method of 
proof is an explicit expression for the generators of the sym­
metry algebra and of the variational symmetry algebra of an 
arbitrary isotropic linear system, 

x" + a!(t)x' + ao(t)x + b(t) = 0 [ao(t),al(t)eR], 
(1. 7) 

in terms of its general solution. This formula provides a very 
simple way of computing the symmetry algebra and vari­
ational symmetry algebra of all the linear systems quoted 
above, 10,11 as we will show in Sec. IV with a practical exam­
ple. 

II. MAIN THEOREM 

In this section we shall determine what are the necessary 
and sufficient conditions in order that the Lie algebra of 
symmetry vectors of the second-order linear system 

x" + 2A I (I)·x' + Ao(t)*x + b(t) = 0, 

x,beRn
, AI.Ao nXn matrices, (2.1) 

be isomorphic to sl (n + 2,R). First of all, we can get rid of 
the second and fourth terms in the left-hand side of (2.1) by 
performing the (linear) change of variables 

t u, x = R(t)y + Xo{t), (2.2) 

where Xo{t) is again a particular solution of (2.1) and the 
n X n matrix R ( t) satisfies Eq. (1.6). Indeed, this change of 
variables transforms (2.1) into the system 

y"+A(u)*y=O, (2.3) 

where the matrix A (u) is given by 

A = R -\ (Ao - Ai - Ai )R. (2.4) 

[Notice that the invertibility of R (t) for all t clearly follows 
from (1.6).] But the property of being a symmetry vector of 
a differential equation is invariant under changes of coordi­
nates. In other words, if S is a symmetry vector of ( 2.3 ), then 
the push-forward of S under the global diffeomorphism 
(2.2) will be a symmetry vector of (2.1 ). 19 This implies that 
the symmetry algebras of(2. J) and (2.3) are isomorphic, since 
push-forwards preserve the Lie-Jacobi bracket, i.e., 

'I'*[X,y] = [\II*X,\II*y], (2.5) 

if X, Yare vector fields, \II is a diffeomorphism, and \II. de­
notes its push-forward. 20 

Next, we shall find a necessary condition for the symme­
try algebra of (2.3) to be of dimension n2 + 4n + 3. 

Proposition J: If the symmetry algebra of the system 
(2.3) has dimension n2 + 4n + 3, then A (u) is a multiple of 
the unit matrix, i.e., 

A(u) = a(u)l, all ueR, (2.6) 

for some scalar function a ( u ) . 
Proof' If n = 1 there is nothing to prove, so we shall 
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assume that n>2 in what follows. The necessary and suffi­
cient condition in order that the vector field 

s= ()(u,y)au + ~(u,y)ay (2.7) 

be a symmetry vector of (2.3) isM that 

~(2)(u,y,y', -A(u)oy) 

+ A(u)o~(u,y) + ()(u,y)A '(u)oy = ° (2.8) 

holds identically in (u,y,y'), where ~(2)== (s \2), ... ,S ~2» is 
given by 

sf) = Si,uu + L (2Si,iU - 8ij()uu )yj 
I<j<n 

+ L (Si,jk - 2()jU 8 ik )Yjy" - L ()jkY;YjY" 
I<tk<n I<tk<n 

+ L [Si,j - Y;()j - 28ij(()u + L ()kY")] Yj'· 
I<j<n I<k<n 

(2.9) 

(The subindices u,j,k, ... in () and Si denote partial differenti­
ation with respect to the variables u, Yj' Yk , .... ) Substituting 
(2;9) into (2.8) and equating to zero the coefficients of I,Yj, 
Y1Y'" and Y;Y1Y" in the resulting identity, we arrive at the 
following system of partial differential equations in ~ and (): 

+ L (2()uA ik Yk + AikSk + ()A ;k Yk) = 0, (2.10) 
I<k<n 

+ 2 L ()jAik Yk = 0, (2.11 ) 
I<k<n 

Si,jk - ()jU 8ik - ()ku 8ij = 0, 

()jk = 0, l<i,j,k<n, 

(2.12) 

(2.13) 

where (Aij) I<i,j<n = A. We claim that if A is not of the form 
(2.6), then these equations necessarily imply that 

()j = 0, l<j<n. (2.14) 

Indeed, differentiating (2.11) with respect to u and using 
(2.13), we get the identity 

8ij(()kUU + L ()/A/k) 
I</<n 

+ 28ik ()juu + 2()jAik = 0, 1 <i,j,k<n. (2.15) 

If A is not proportional to the unit matrix, then either there 
exist uoER and p ¥- q such that A pq ( uo) ¥- 0, or else 

Aij(u) = 8ijai (u), all uER, 1 <i,j<n, (2.16) 

with ap (uo) ¥-aq (uo)' By continuity, in the first case there 
would be an open interval /3 to such that 

Apq(u)¥-O, all uEl, (2.17) 

whereas in the second case there would be an open interval 
/3 Uo such that 

ap(u)¥-aq(u), all uEl. (2.18) 

Furthermore, it follows from (2.13) that ()j is a function of u 
only. Suppose now that we are in the first case, i.e., that 
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(2.17) holds for some p¥-q. We then let i = p, k = q in 
(2.15), obtaining 

()jApq = 0, all j¥-p, (2.19) 

whence, from (2.17), 

()j(u) = 0, all uEl, all j¥-p. (2.20) 

Using now (2.15) with i=j=p and k=q, and taking 
(2.20) into account, we obtain 

()j(u) = 0, all uEl, l<j<n. (2.21) 

Similarly, if we are in the second case, i.e., (2.16)-(2.18) 
hold, from (2.15) we obtain 

8ij«()kuu + ak()k) 

+ 28ik «()jUU +ai()j) =0, 1 <i,j,k<n. (2.22) 

Letting first k = i¥-j and then i = j¥-k in this identity, we 
easily get 

()jUU + ai()j = 0, l<i,j<n, 

from which it follows that 

(2.23) 

(ap-aq)()j=O, l<i,j<n, (2.24) 

whence, taking into account (2.18), (2.21) follows again. 
Finally, we observe that the functions ()j(u) (j= 1, ... ,n) 
satisfy the linear system of ODE's 

«()j)"+Ai(j)i(j)(U)()j=O, l<j<n, (2.25) 

obtained from (2.15) by choosing, for every jE{I, ... ,n}, a 
fixed i( j)E{I, ... ,n} different from j, and setting i = k 
= i(j). From (2.21) and (2.25) it then follows that all the 

()/s vanish identically, as claimed. 
We will now show that (2.14) implies that the general 

solution of the system (2.10)-(2.13) depends on less than n2 

+ 4n + 3 arbitrary constants. Indeed, substituting (2.14) 
into (2.11 )-(2.13) we obtain 

2Si,ju - 8ij()uu = 0, (2.26) 

Si,jk =0, 1 <i,j,k<n. (2.27) 

From these equations it follows that Si has the structure 

Si=()'(u)y;l2+ L bijYj+Ci(u), l<i<n, (2.28 ) 
I<j<n 

where the b/s are real constants. Inserting this into (2.10) 
and equating to zero the coefficients of 1 andYk in the result­
ing identity, we finally get 

() "'8 ik + 4() 'A ik + 2()A ;k 

+ 2 L (Aijbjk - bijAjk ) = 0, (2.29) 
I<i<n 

C;' + L Aik Ck = 0, 1 <i,k<n. (2.30) 
I<k<n 

If 'Yi (u) == (Yil (u)'''''Yin (u» (i = 1,2) is a fixed basis of so­
lutions ofthe linear system (2.30), then we have 

(2.31) 

wherecw C2i (l<i<n) are 2n arbitrary real constants. Simi­
larly, taking i = k = 1 in (2.29), it follows that 

()(u) = d,0 1 (u) + d20 2(u) + d30(u) 

+ L [bj,~,/u)-b'j~jtCu)], (2.32) 
2<i<.n 
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where 0 1, O2, 0 3 are a basis of solutions of the homogeneous 
linear equation 

ow + 40'A II + 20A;1 = 0, (2.33 ) 

where <I> ij denotes a particular solution of the linear equation 

om + 40'A II + 20A ;1 + 2Aij = 0, (2.34) 

and where d l , d3 are arbitrary real constants. From (2.28), 
(2.31), and (2.32) it follows that when A is not of the form 
(2.6), the general solution of the system ofPDE's (2.10)­
(2.13) depends on at most n2 + 2n + 3 arbitrary constants 
d j , cli , C2i> and bij (1 <.i,j<.n). [It will generally depend on 
less than n2 + 2n + 3 arbitrary constants since, substituting 
(2.32) into (2.29) for (i,k):;f (1,1), we will in general obtain 
several linear relations between the d;'s and the by's]. This 
implies that when A is not of the form (2.6), the symmetry 
algebra of (2.3) has dimension less than or equal to n2 + 2n 
+ 3, which is less than n2 + 4n + 3. This concludes the 

proof of the proposition. 
We shall now prove that when condition (2.6) is satis­

fied, then the symmetry algebra of the system (2.3) is iso­
morphic to sl(n + 2,lR). To do this, we shall consider a sys­
tem slightly more general than (2.3 )-(2.6), i.e., the general 
isotropic system 

x" + al (t)x' + ao(t)x + b(t) = 0, (2.35) 

where ao and al are both scalar functions (notice that we 
have called the dependent and independent variables t and x 
again; this should not confuse the reader.) Let xo(t) be any 
particular solution of this system, and denote by XI (t) and 
X 2 (t) a basis of solutions of the associated homogeneous sca­
larODE 

x" + al (t)x' + ao(t)x = 0 (XElR). (2.36) 

The general solution of (2.36) can then be expressed as fol­
lows: 

(2.37) 

where CI,C2ElRn are constant. We can rewrite (2.37) as 

[x-XO(t)]/xl(t) =C I +C2 [X2 (t)/X I(t»), all tE.!, 
(2.38) 

where 

J = {tERlxl (t) :;f0}. (2.39) 

Let us now perform the local change of coordinates 

<1>: V=J XlRn_ W=<I>(J XlRn), 

defined as follows: 
U = X2(t)/X I (t), y = [x - xo(t) ]lxt (t), (t,X)EV, 

(2.40) 

which is a generalization of Arnold's transform. 19 Then 
(2.37) is transformed into 

y=ct +c2u [(U,y)EW], (2.41) 

which is the general solution of the system (1.3). Hence 
(2.40) transforms the restriction of (2.35) to the open sub­
set V into (1. 3) restricted to W. It follows [see the remark 
after (2.4)] that the symmetry algebra of these two equa­
tions are isomorphic under <1>*. The symmetry algebra of 
(1.3) is known to be isomorphic to sl(n + 2,lR); a basis of it 
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is given by the following n2 + 4n + 3 vector fields8
: 

Yt = au' Y2 = U au' Y; =yj au' Y~ = ai> 

Y; = u aj, yg = Yj aj , Y7 = u(u au + y a y ), (2.42) 

Y~ =Yj(uau +yay ), 1 <J,j<.n, ay=(al,. .. ,an). 

Applying (<I> - I ) * to the vector fields (2.42) we obtain the 
following basis of the symmetry algebra of the restriction of 
(2.35) to V: 

Xa = W(t)-txa (t) [xt(t)a, + (x; (t)x - wt(t»)ax ); 

X; = W(t)-I(Xj -XOj(t») 

X [xt (t)a, + (x; (t)x - WI (t»)ax ]; 

X~ =xt(t)aj; X; =x2 (t)a j; xg =(Xj -XOj(t»)aj ; 

X7 = W(t) -tX2 (t) [x2(t)a, + (x~ (t)x - W 2 (t) lax ]; 

x~ = W(t)-t(x j -XOj(t») 

X [x2(t)a, + (x~ (t)x - W 2(t) )ax]; 

(2.43 ) 

where (t,X)EV, and we have used the notation 

Xo(t) = (XOt (t) ,,,,,XOn (t»), 
(2.44) 

We should also remark that the bases (2.42) and (2.43) 
have been labeled in such a way that 

Xa = (<I>-I)*ya , (2.45) 

where a stands for the various subindices and superindices 
labeling (2.42) and (2.43). From the way we have con­
structed them, the vector fields Xa are a priori defined only 
locally (i.e., on V). However, a glance at the explicit formula 
(2.43) shows that the Xa 's are well-defined on all ollR X lRn, 
since the Wronskian of two linearly independent solutions of 
a linear ODE never vanishes. A simple continuity argument 
then proves that these vector fields are symmetry vectors of 
(2.35). By (2.5) and (2.45), we also know that the restric­
tions of (2.43) to V form a Lie algebra with the same struc­
ture constants as (2.42). Again by continuity, it follows that 
this is also true globally. Finally, suppose that S is a symme­
try vector of (2.35). The restriction of S to Vis then a sym­
metry vector of (2.35) restricted to V, and therefore it is 
spanned by the restrictions of (2.43) to V, i.e., 

Slv= L caXalv (N=n2+4n+3). (2.46) 
l<a<N 

Since, by definition of J, V = J X lR n is dense in lR X lR n, from 
(2.46) it follows that S is in the span of the Xa's. Hence 
(2.43) generates the symmetry algebra of (2.35). This 
proves the following proposition. 

Proposition 2: The vector fields (2.43) are a basis of the 
symmetry algebra of the system (2.35) having the same 
structure constants as the standard basis (2.42) of d 2y / 
du2 = O. In particular, the symmetry algebra of (2.35) is 
(n2 + 4n + 3) -dimensional and isomorphic to sl (n + 2,lR). 

For future reference, we shall list the commutation rela­
tions satisfied by the generators (2.43) [or, equivalently, 
(2.42)] in Table I. 

The above proposition provides a simple way of com-
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TABLE I. The symmetry algebra of a linear second-order system. 

XI X 2 X k , X! 

XI 0 XI 0 0 
X 2 -XI 0 X k - , 0 
X; 0 Xi , 0 -O,kXI 

X~ 0 0 O'kXI 0 

X~ -X~ Xi - , 0ik X 2 - X~k 0 
xg 0 0 Ojk X ; -OikX~ 
X7 - (2X2 + tr X6) -X7 x k - . -X~ 
X~ -X; 0 0 - 0ik (X2 + tr X.) 

x kl - . 

puting the symmetry algebra of the isotropic linear system 
(2.35) when its general solution is known (as is the case with 
all the systems quoted in the Introduction!). We shall illus­
trate this point in Sec. IV with a practical example. 

Since the system (2.3)-(2.6) is clearly isotropic, from 
Propositions 1 and 2 we obtain this additional proposition. 

Proposition 3: The necessary and sufficient condition for 
the symmetry algebra of the system (2.3) to be 
(n2 + 4n + 3)-dimensional is that (2.6) holds. Moreover, 
when this condition is satisfied the symmetry algebra of 
(2.3) is isomorphic to sl(n + 2,R). 

Finally, this proposition yields easily the main theorem 
of this section. 

Theorem 2: The symmetry algebra of the linear second­
order system (2.1 ) is (n2 + 4n + 3) -dimensional if and only 
if there is a scalar function a: lR - R such that 

Ao = A ; + A i + 01. (2.47) 

When this is the case, the symmetry algebra of (2.1) is iso­
morphic to sl (n + 2,R). 

Proof: We have shown above that (2.1), (2.3), and 
(2.4) are equivalent under the diffeomorphism (2.2); there­
fore their symmetry algebras are isomorphic. The theorem 
then follows from Proposition 3 and (2.4). 

Notice, in particular, that from (2.47) it follows that it 
is neither necessary nor sufficient that (2.1) ~e uncoupled 
(i.e., Ao and AI diagonal), undamped (i.e., AI = 0), or ho­
mogeneous (i.e., b = 0) for the symmetry algebra of (2.1 ) to 
be isomorphic to sl(n + 2,R). A counterexample is pro­
vided, for instance, by the system 

x;' + CU~Xi = 0, 1 <i<n, n> 1, CUi =/=CUj , for i=/=j. 
(2.48) 

[The symmetry algebra of this system can be explicitly com­
puted and turns out to be (3n + 1)-dimensional.] This re­
futes the conjecture advanced in Ref. 1.5. 

Before closing this section, we would like to mention a 
geometric consequence of Theorem 2. By a well-known re­
suit of Lie (Ref. 9, p. 405), a (not necessarily linear) second­
order ODE can be locally transformed into the equation 
x" = 0 by a change of dependent and independent variables 
if and only if its symmetry algebra is isomorphic to sl(3,R). 
For general systems of second-order ODE's, the author of 
the present paper is not aware of any similar result. How-
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X~ X!I X7 X: 

X! 0 2X2 + tr X6 X~ 
X~ 0 X7 0 

X~k - O,k X 2 -Oi/X~ X, • 0 
0 Oi/X~ Xi , 0ik (X2 + tr X6) 

+X!i 
0 OikX~ 0 Oik X7 

Ojk X ; OjkXg - Oi/X';! 0 OjkX~ 
0 0 0 0 

- Oik X7 -Oi/X: 0 0 

ever, from Theorem 2 (and its proof) it immediately follows 
that Lie's result is true for linear systems of second-order 
ODE's. 

Corollary 1: The system (2.1) can be locally trans­
formed to the form d 2y / du2 = 0 by a suitable change ofvari­
abIes (t,x) - (u,y) if and only if condition (2.47) holds lo­
cally. 

Proof: The symmetry algebra of d 2y / du2 = 0, and of any 
restriction of this system to an open subset, is known to be 
isomorphic to sl(n + 2,R). Since equivalent systems of dif­
ferential equations possess isomorphic symmetry algebras, it 
follows that a necessary condition for (2.1) (possibly re­
stricted to an open subset V) to be equivalent to d 2y / du2 = 0 
is that its symmetry algebra be isomorphic to sl(n + 2,R). 
By Theorem 2, this implies that condition (2.47) must be 
satisfied (at least locally). Conversely, if (2.47) is satisfied 
in some open subset JCR, then (2.2) (restricted to J XRn) 
transforms (2.1) into y" + a(u)y = 0, which is isotropic 
and therefore equivalent to d 2y / du2 = 0 under Arnold's 
transformation. 

III. VARIATIONAL SYMMETRIES 

In this section we shall study the variational symmetries 
of maximally symmetric second-order linear systems. By 
definition, these are the second-order linear systems whose 
symmetry algebra is of maximal dimension, i.e., 
n2 + 4n + 3; according to Theorem 2 of Sec. II, they are 
characterized by condition (2.47). An important example is 
provided by isotropic systems: 

x" + al(t)x' + ao(t)x + b(t) = 0, 

x,bERn
, ao(t),al(t)ER. (3.1) 

As remarked above, all the linear systems whose variational 
symmetry algebras have been computed in the references 
quoted in the Introduction are of this form. We shall prove 
below that all maximally symmetric linear systems are La­
grangian, and shall find the structure of their variational 
symmetry algebras. 

Let us start by establishing our notation and quoting a 
few well-known results that will be useful in the sequel. Two 
functions f,g: Rm ..... Rn will be called eqUivalent if they have 
the same set of zeros, i.e., if j(z) = O¢}g(z) = 0, for all 
ZERm. A second-order system 
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x" = F(t,x,x') (3.2) 

is Lagrangian if there exists a function L(t,x,x'), called a 
Lagrangian for the system, such that E(L) is equivalent to 
x" - F(t,x,x'); here E is the Euler-Lagrange operator, de­
fined by 

E=a" -Dt a"., 
where 

(3.3 ) 

Dt = at + x' a" + x" a ~ (3.4) 

is the total derivative with respect to the independent vari­
able t. In other words, (3.2) and E(L) = 0 define the same 
system of differential equations. It should be noticed that 
(3.2) can be Lagrangian without x" - F(t,x,x') being of the 
form E( /) for any /(t,X,X').21 Given a function L(t,x,x'), 
we define its Cartan one-form (h as follows: 

aL 
(}L = L dt + - (I), 

ax' 
(3.5) 

where (1)= (UlI>''''Uln ) is the vector-valued contact one-form 

(I) = dx - x' dt. (3.6) 

If (3.2) is Lagrangian and if L is a Lagrangian for (3.2), we 
say that a vector field S is a variational symmetry {vector} 0/ 
{3.2} relative to the Lagrangian L if Sis a variational symme­
try vector of the action 

A [xl = rto 
L(t,x,x')dt, (3.7) Jt, 

as defined in Ref. 6. It is well-known22 that a necessary and 
sufficient condition for this is that S satisfies 

(3.8) 

for some function/(t,x). Here.!.t' s'" denotes the Lie deriva­
tive along the vector field S w, where S (I) is the first prolonga­
tion of S, defined as follows6

: 

S(I) = S + (Dts - x'Dtr)a". 

[S=r(t,x)at +s(t,x)ax ]' (3.9) 

The set of variational symmetries of a Lagrangian system 
relative to a Lagrangian L is a Lie subalgebra of the Lie 
algebra of all its symmetry vectors.6 We shall call this subal­
gebra the variational symmetry algebra of the system relative 
to L. Noether's theorem6,22 states that to every variational 
symmetry S of the action (3.7) there corresponds a first 
integral Is ofE(L) = 0 given by 

Is =/- (SW'(}L)' (3.10) 

where ( , ) is the natural pairing between vector fields and 
one-forms. 

Remark: It should be noted that the system (3.2) can be 
Lagrangian with respect to two nonequivalent Lagrangians 
LI and L2 (i.e., L 2#-cL I +Dtf, c=const). When this is 
the case, the variational symmetry algebras of (3.2) relative 
to LI and L2 need not be the same, nor even isomorphic. An 
example of this statement is provided by the system x" = 0 
and the Lagrangians LI = x,2/2 and L2 = exp L I. We leave 
the details to the reader. 

We shall now quote a standard result about the behavior 
of Lagrangian systems under a diffeomorphism 
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Let 

A' = {(t,X,X')EA XlRn
/ arro (t,x) + x' :0 (t,x) #-o}, 

(3.11) 

and define the first prolongation c;I>(I): A ' --+ B X R n of c;I> as 
follows: 

c;l>w(t,x,x') = (c;I>(t,x),(cp'/tpo )(t,x,x'»), (3.12) 

where/,=Dtf Then c;I>(1) is also a diffeomorphism onto its 
image B' = c;I>(I)(A') CB XRn. Suppose now that the sec­
ond-order systems 

x" = FA (t,x,x'), (t,x,x')EA', (3.13 ) 

and 

y" = F B (u,y,y'), (u,y,y')eB', (3.14) 

are transformed into one another by the diffeomorphism c;I>, 
and that (3.14) is Lagrangian. Let L B ( u,y,y') be a Lagran­
gian for (3.14), and define 

(3.15 ) 

Then we have the following lemma. 
Lemma 1: The system (3.13) is also Lagrangian, and 

( 3.15) is a Lagrangian for (3.13). Furthermore, if SA is a 
variational symmetry of (3.13) relative to the Lagrangian 
(3.15), then 

SB = c;I>*SA (3.16) 

is a variational symmetry of (3.14) relative to LB' Therefore 
thevariationalsymmetry algebras of (3.14) and (3.13) rela­
tivetoLB andLA areisomorphicunderc;l>*. Finally, ifIA and 
IB are the first integrals associated to SA and SB, respective­
ly, by Noether's theorem, then we have 

IA = IB"c;I>(l). (3.17) 

We shall begin by considering the variational symmetry 
algebra of the system d 2y / du2 = 0 relative to the standard 
Lagrangian 

LB = y,2/2. (3.18) 

A straightforward calculation shows that the following 
(n 2 + 3n + 6) /2 vector fields are a basis for the variational 
symmetry algebra of this system: 

VI = Y I, V2 = 2 Y2 + L Y~, V3 = Y7 , V~ = Y ~, 
I<i<n 

V; = YL vg = yg - Y{, 1 <i<j<n, (3.19) 

where the Y'sarethegenerators (2.42) ofthecompletesym­
metry algebra ofy" = O. The first integrals associated to this 
basis by Noether's theorem are 

J 1 = y,2/2, J2 = uy'2 - yy', J3 = (y - uy')2/2, 

1 <i<j<n. (3.20) 

They are functionally dependent on the 2n independent first 
integrals J 4 = (J !, ... ,J1) and J s= (J L ... ,J~), since 

J 1 = J~/2, J2 = J 4J S' J3 = J;l2, 

(3.21) 
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But we know from Sec. II that the general isotropic system 
(3.1) is locally equivalent to y" = 0 under Arnold's map­
ping (2.40). Therefore we can apply Lemma 1 to these sys­
tems, with <P given by (2.40) and A replaced by the open 
subset V = J XRn defined in Sec. II [see (2.39)]. An easy 
calculation then shows that 

[XI (t)x' - xi (t)x - WI (t)] 2 
LA. = -=----...,-------"--

2x~ (t) W(t) , 
(3.22) 

where the notation was explained in Sec. II. By (2.45) and 
Lemma 1, the vector fields 

NI=XI, N2=2X2+ L X~, N3=X7' N~=X~, 
I<;<n 

N; =X;, NZ =XZ -X{, 1 <i<j<n, (3.23) 

are a basis of the variational symmetry algebra of the restric­
tionof(3.1) to V' = V XRn relative to (3.22), theX's being 
defined in (2.43). Using (2.43) in (3.23), we getthe explicit 
formulas 

NI = W(t}-IXI(t) [xl(t)a, + (xi (t)x - w(t»)a,,], 

N2 = W(t}-I [2x I (t)X2(t)a, + (x; (t)x2(t) 

+ XI (t)xi (t»)x - w 12 (t»)ax ]' (3.24) 

N3 = W(t) -IX2 (t) [x2(t}a, + (xi (t)x - W(t) lax ], 
N~ =xl(t)a;, N; =x2(t)a;, 

NZ = (x; - xo;(t»)a; - (Xj - XOj (t»)aj , 1 <i<j<n, 

where tEJ and 

W I2 =Xo(XIX2)' - ~XIX2. (3.25) 

Finally, the first integrals associated by Noether's theorem 
to these vector fields are, according to (3.17) and (3.20), 

II = 1~/2, 12 = 1415' 13 = 1;12, 

14 = W(t} -I [X; (t)x - XI(t)X' - WI (t)], 

Is = W(t) -I [xi (t)x - X2(t)X' - W2 (t)], 

IZ = I!I{ - IV;' 1 <i<j<n, 

(3.26) 

where again tE.!. To extend these local results, observe that 
the Lagrangian (3.23) can be written as 

LA. = L + A I, (3.27) 

where 

1 [Xl2 x2 
] L = -- -- - ao(t) - - b(t)x 

W(t) 2 2 ' 
(3.28) 

and 

1 i' Wr (s) A(t,X) = - ds 
2 I" W(s)xr (s) 

WI (t)x x; (t)x2 

+ - , (t,x)eV. 
XI (t) W(t) 2x1 (t) Wet) 

(3.29) 

From (3.27) it easily follows that we can replace LA. by Lin 
all the above considerations, since both Lagrangians differ 
by a total derivative. In other words, the vectors (3.23) and 
(3.24) are a basis of the variational symmetry algebra of the 
restriction of (3.1) to V I relative to L, and the functions 
(3.26) are their associated first integrals. Since W(t) is the 
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Wronskian of two linearly independent solutions x I and X 2 of 
the linear ODE (2.36), it never vanishes; hence the Lagran­
gian (3.28), the vector fields (3.24), and their correspond­
ing first integrals (3.26) are well defined on all ofRXRn. By 
a continuity argument completely analogous to that of Prop­
osition 2 of the last section, we come to the following conclu­
sion. 

Theorem 3: A basis of the variational symmetry algebra 
of the isotropic system (3.1) relative to the Lagrangian 
(3.28) is provided by the (n 2 + 3n + 6)/2 vector fields 
(3.24). The structure constants of this basis are the same as 
those of the basis (3.19) of the variational symmetry algebra 
of y" = 0, and their associated first integrals are the func­
tions (3.26). 

Let us now consider an arbitrary, maximally symmetric 
system (2.1 )-(2.47). From Sec. II we know that this system 
is equivalent to the isotropic system 

y" + a(u)y = 0 (3.30) 

under the global diffeomorphism (2.2). This system is La­
grangian, a Lagrangian being given by 

Lo = [y'2 - a(u)y2]12. (3.31) 

From Theorem 3 and Lemma 1 an additional theorem then 
follows. 

Theorem 4: The maximally symmetric system (2.1)­
(2.48) is Lagrangian, a Lagrangian being given by 

L = ~{R -I(t} [(x' - xc'! (t») + AI(t)(x - Xo(t»)]P 

- ~a(t) [R -1(t)(X - Xo(t})f, (3.32) 

where the matrix R(t) was defined by (1.6). The variational 
symmetry algebra of (2.1)-(2.47) relative to the Lagran­
gian (3.32) is isomorphic to the variational symmetry alge­
bra of y" = 0, generated by the (n 2 + 3n + 6)/2 vector 
fields (3.19). 

Remark: When (2.1)-(2.47) is isotropic, the Lagran­
gian (3.32) does not reduce to (3.28), as can easily be 
checked. However, it is straightforward to check that in this 
case (3.33) and (3.28) differ just by a total derivative, and 
therefore Theorem 4 reduces to Theorem 3 for isotropic sys­
tems. 

We shall finish this section by studying the structure of 
the Lie algebra?, v generated by the vector fields (3.19) [or, 
equivalently, (3.24) ], whose commutation relations are list­
ed in Table II. Let us denote by d the subspace generated by 
the vectors N ~ and N; (1 <;<2n), and let Y be the span of 
N I, N2, N 3, and NZ (1<; <j<n). By construction, ?,vis, as a 
vector space, the direct sum of its subspaces d and Y. 
Moreover, from Table I it follows that d is an ideal of?, v 
(i.e., [d,?,V] Cd), and Y is a subalgebra (i.e., 
[Y ,Y] C Y). Hence, as a Lie algebra, ?' v is the semidirect 
sum23 of d and Y. Let us now investigate the structure of 
d and Y. First of all, from Table I it follows that d is an 
Abelian ideal, i.e., [d, d] = {o}. On the other hand, from 
a cursory inspection of Table I it also follows that the com­
plementary subspaces of Y, 

Y 1= span{NI,N2,N3}, 

Y 2 = span{NZll<i<j<n}, 
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TABLE II. The variational symmetry algebra. 

N, N2 N, N! N k , N kl 
6 

N, 0 2N, N2 0 N k 
4 0 

N2 -2N, 0 2N, -N! N k , 0 
N, -N2 -2N, 0 -N~ 0 0 

N~ 0 N' 4 N; 0 0 {j'kN~ - {ji/N! 
N; N' - 4 -N; 0 0 0 {jikN~ - {jilN~ 
Nt 

[LP:O:) [LP:O:) [LP:O:) 
{jjkN~ -{jik N { {jjk N ; - {jikN~ 6ijN~ + 6i/N{k 

are ideals of Y, i.e., [Y .. ,Y] cY (a = 1,2). Therefore 
Y, as a Lie algebra, is the direct suml8 of these ideals: 

Y = Y I $Y2• (3.35) 

Finally, it is easily seen that Y I is isomorphic to sl (2,R) and 
Y 2 to so (n,R). Indeed, it is straightforward to check that 
the generators 

(3.36) 

of sl (2,R) obey exactly the same algebra as the generators 
N I, N2, !lnd N3 of Y I' That Y 2 is isomorphic to so(n,R) is 
also easy to see, since we know that the vector fields (3.19) 
satisfy the commutation relations listed in Table I, and in 
this representation we have 

Y 2 = span{ vg 11 <J <j<n} 

(3.37) 

and the vector fields Y; aj - Yj a; are the well-known genera­
tors of the group of proper rotations of Rn. Putting all the 
above together, we have shown that 51 v has the following 
structure: 

51 v = d + (YI $Y2 ), d ::::R2n, 

Y I ::::sl(2,R), Y 2::::so(n,R), (3.38) 

where" + " stands for "semidirect sum." To conclude this 
analysis, we shall show that (3.38) is the Levi-Mal'cev de­
composition 18 of 51 v. To this end, it suffices to show23,24 that 
Y I $ Y 2 is semisimple, i.e., that Y I and Y 2 are simple; but 
this is immediate from the second line of (3.38). Hence 
(3.38) is indeed the Levi-Mal'cev decomposition of 51 v. 

The decomposition (3.38) suggests that [1 v is isomor­
phic to the Lie algebra of the abstract Lie group 

[1 = R2n0(SL(2,R) ® SO(n,R»), (3.39) 

where the symbols 0 and ® stand for semidirect and direct 
product,24 respectively, and the action of SL(2,R) 
® SO(n,R) on R2n = RnXRn is the natural one. That this is 
true can be proved by a straightforward computation. Final­
ly, let us mention that the Lie algebra of (3.39), and hence 
51 v, admits a simple realization by means of the algebra of 
(n + 2) X (n + 2) matrices of the form 

[~ ~], (3.40) 

with AeSL(2,R), BeSO(n,R), and Can arbitrary nX2 ma­
trix. 
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+ 6j1N!' + 6ik NZ 

IV. EXAMPLES 
In this section we shall apply Eqs. (2.43) and (3.24) to 

computing the symmetry algebra and the variational sym­
metry algebra of the harmonic oscillator with time-depen­
dent frequency in n dimensions: 

x" + a(t)x = 0 (xeRn). (4.1 ) 

[Physically, a(t) must be positive for (4.1) to represent a 
harmonic oscillator offrequency @(t) = [a(t)] 1/2, but this 
restriction shall be unnecessary in what follows.] As is cus­
tomary,IO,l1,15 we shall choose a basis of solutions XI (t), 
x 2 (t) of the associated scalar ODE 

x" +a(t)x=O (xeR), (4.2) 

of the form 

xl=pcos(), x 2 =psin(), (4.3) 

where p(t) > 0 is a particular solution of Pinney's (nonlin­
ear) equation, 25 

p" + a(t)p = p-3 (p > 0), (4.4) 

and ()(t) is defined in terms of p(t) as follows: 

()(t) = it ~. (4.5) 
10 p2(S) 

[The solutions of (4.4) are well defined for all I; indeed, a 
straightforward calculation shows that the solution of (4.3) 
with initial conditionsp(O) = Po,p'(O) = Po can be written 
as follows: 

p= [(POYI(t) +PoY2(tW+Po-2~(t)]1/2, (4.6) 

with Y I and Y2 a fundamental basis of solutions of ( 4.2 ) .] The 
Wronskian of (4.3) is easily computed, obtaining 

W(t) = 1, all leR. (4.7) 

Moreover, we obviously have 

xO =WI =W2 =O, (4.8) 

since (4.1) is homogeneous. Inserting (4.3), (4.7), and 
( 4. 8) into (2.43), we obtain the following basis of the sym­
metry algebra of ( 4.1 ) : 

XI = P cos () [ p cos ()at + (p'cos () - p-Isin ()x ax], 

X2 = P sin () [ p cos ()at + (p'cos () - p-Isin ()x a,,] 

X; =x;[pcos()at + (p'cos ()-p-Isin ()xax ]' 

X~=pcos()a;, X~=psin()ao xg=x;aj , (4.9) 

X7 = P sin () [p sin () at + (p'sin () + p-ICOS ()x ax], 
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X~ =xi[pcosoat + (p'cosO-p-lsinO)xall ], 

1 <.i,j<.n. 

By Proposition 2 of Sec. II we know, without having to per­
form any calculation, that these vector fields satisfy the com­
mutation relations listed in Table I. Defining 

GI =2X2 + L X~, G2=X1 -X7, G~=XL 
I<i<n 

G~ =X;' Gs =XI +X7' GZ =XZ, 

G~ =XL G~ =XL l<,i,j<n, 

(4.10) 

we obtain the generators found in Ref. 7. 
According to (3.28), a Lagrangian for the system (4.1) 

is 

(4.11 ) 

The generators of the symmetry algebra of (4.1) with re­
spect to this Lagrangian can be easily computed using (3.23) 
or (3.24), yielding 

NI = P cos 0 [p cos 0 at + (p' cos 0 - p-Isin O)x ax ], 

N2 = p2 sin 20 at + (pp'sin 20 + cos 20)x ax, 

N3 =p sin 0 [p sin Oat + (p'sin 0 + p-ICOS O)x ax], 

N~ =pcosoa;o N~ =psinoai, (4.12) 

NZ =xA -xjai, 1 <.kj<.n. 

Using (3.26) we obtain the first integrals associated to these 
generators by Noether's theorem: 

II = [p2COS20X'2 + (sin 20 - 2pp'cos20)xx' 

+ (p'cos 0 - p-Isin 0)x2]!2, 

12 = {p2sin2Ox'2 - 2(pp'sin 20 + cos 20)xx' 

+ [2p-Ip'coS 0 + (p,2 - p-2)sin 20 ]x2}/2, 

13 = [p2sin2Ox'2 - (sin 20 + 2pp'cos20)xx' (4.13) 

+ (p'sin 0 + p-ICOS 0)x2 ]12, 

14 = - P cos Ox' + (p'cos 0 - p-Isin O)x, 

Is = - p sin Ox' + (p'sin 0 + p-ICOS O)x, 

IZ =xixj -XjX;, 1 <.kj<.n. 

Replacing the generators N J and N3 in (4.12) by their linear 
combinations NI ± N3, we obtain the basis found in Ref. 7. 
Again, by Theorem 1 of Sec. III the generators (4.12) satisfy 
the commutation relations listed in Table II. 
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The canonical resolution of the mUltiplicity problem for tensor operators in SU (3) is 
equivalent to the map (the denominator mapping) from the set of all SU (3) unit tensor 
operators to SU (3) invariant functions (the denominator functions). The denominator 
function vanishes precisely on that characteristic null space that specifies each operator 
uniquely since [for SU (3)] the characteristic null spaces are known to be simply ordered. 
Each denominator function can be expressed, up to explicitly known multiplicative factors, as 
a ratio of two successive polynomials in the set {G~}, t = 0,1, ... , q + 1, q = 0,1, .... By 
obtaining explicitly the set of all polynomials {G ~}, this paper completes the construction of 
all SU (3) denominator functions. 

I. INTRODUCTION 

In a previous paper) (referred to here as I), we have 
defined the denominator function for SU (3) tensor opera­
tors and determined its symmetry properties and reduction 
formulas. The significance of the denominator function­
denoted by D 2 ( r "x), see Eq. (1.3) -is that this function 
defines uniquely (to within sign conventions) the canonical 
construction of the unit tensor operators of the symmetry 
group SU (3). [This canonical construction (in terms of the 
characteristic null spaces of the operators) is discussed in 
detail in I.] Explicit (algebraic) construction of the denomi­
nator function is a basic and major step toward determining 
full algebraic expressions for SU (3) Wigner-Clebsch-Gor­
dan (WCG) coefficients (matrix elements of canonical unit 
tensor operators). 

The initial form obtained in I for the denominator func­
tion-as implied by the canonical splitting of the multiplic­
ity2-6-is extremely complicated and unwieldy; D 2(r"x) 
appears as the ratio of two determinants whose elements are 
themselves complicated functions [see Eqs. (2.23)-(2.25) 
in I]. Considerable simplification results upon recognizing 
that the denominator function can be expressed, to within 
multiplicative factors, as a ratio of polynomials from the set 
denoted {G ~}. Details of this construction were given in I, 
but expressions for the G ~ as polynomials were not obtained 
there. 

In the present paper, we complete the development and 
verify the properties of the polynomials G ~ (a;x). It is our 
goal to prove that 

(1.1 ) 

where .'1 ~ (a;x) is an explicitly defined polynomial of total 
degree 2t(q - t + 1) both in the barycentric coordinates 
x = (x.,x2 ,x3 ) and the shift coordinates (a.,a2,a3 ) [see 
Eqs. (4.2)]. We are able to reduce the proof to one of show­
ing that the polynomial .'1 ~ (a;x) satisfies (identically in all 
variables) the relation 

f1 ~ (a.,a2,a3; x.'X2'X3 ) 

= f1~(a2 -x3, a. +x3, a3; X.,X2'X3). (1.2) 

In other words, the validity of relation ( 1.2) implies that of 
(1.1). 

In principle, the proof of relation (1.2) should involve 
only straightforward verification since {f1 ~ (a;x) } is a set of 
explicitly given polynomials. Despite the elegance and ap­
parent simplicity of the polynomials {f1 ~ (a;x)}, the proof 
of property (1.2) turns out to be unexpectedly difficult. We 
have indeed constructed a proof, but the method is so foreign 
to those of this paper as to require separate publication.7 (In 
a sense, one can even avoid the problem by properly symme­
trizing f1 ~, but this is inelegant and unsatisfactory.) 

The strategy of the present paper for proving relation 
(1.1) is to establish a (nonconstructive) uniqueness 
theorem. We show that the following three properties 
uniquely determine, up to a multiplicative function of 
a) + a2 + a3, a polynomial Q ~ (a;x): (i) total degree 
2t(q - t + 1) in x, (ii) determinantal symmetry, and (iii) 
the weight space set of zeros. [Properties (ii) and (iii) are 
explained more fully below (see, also, I).] 

Properties (i) - (iii) of G ~ (a;x) were proved in I, as 
reviewed below. Properties (i), (iii), and part of (ii) of 
f1 ~ ( a;x) are proved here; the proof of relation (1. 2) then 
establishes all of property (ii) and, together with the unique­
ness theorem, will be used to prove the desired result, Eq. 
(1.1). 

The paper is organized as follows: In the present section, 
we give the relation between the denominator function 
D 2 (r t;x) and the explicitly defined function G ~ (a;x), 
whose main properties (proved in I) are also summarized. 
In Sec. II, we prove two lemmas for any polynomial having 
the weight space set of zeros. In Sec. III, we prove the 
uniqueness theorem mentioned above. In Sec. IV, we give 
the explicit polynomial f1 ~ (a;x) and develop some of its 
properties. In particular, we prove that f1 ~ satisfies (i)-(iii) 
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above, provided relation (1.2) is true. This then allows us to 
prove Eq. (1.1). In Sec. V, we give a necessary condition for 
relation (1.2) to be true. It is the proof of this latter relation 
that will be given in Ref. 7. 

Before summarizing the properties of the polynomials 
G ~ (~;x), we first define some symbols that are used 
throughout. 

(i) The set of real numbers and the set of non-negative 
integers are denoted by Rand Zo, respectively. 

(ii) The Mobius plane and the subset of (lattice) points 
of M with integral coordinates are denoted by M and lL, re­
spectively. 

(iii) Integers such that qE lo, p = q,q + 1 , ... are denoted 
by q andp. 

(iv) The three-tuple (~1'~2'~3) such that ~iElO' 
O<'~i<'P, and ~I + ~2 +~3 = P + q is denoted 
~ = (~1'~2'~3)' (These conditions are sometimes relaxed 
to ~ER3, but this will be clear from the context.) 

(v) A point in M, which is sometimes restricted to lL, is 
denoted x = (X I,X2,X3). 

(vi) Pochhammer's notation for the rising factorial for 
a E Zo with (x)o= 1 is (x)a =x(x+ 1)"'(x+a-1); 
similarly, [x]a = x(x - 1) ... (x - a + 1) denotes a falling 
factorial. 

The basic problem addressed in this paper is to prove the 
equality of two functions, G ~ (~;x) and ~ ~ (~;x), each of 
which is known. Thus the problem can be stated quite inde­
pendently of its origin in the theory of SU (3) tensor opera­
tors. In the interest of clarity and accessibility, we give both 
of these functions [Eqs. (1.4) and (4.2)], noting only briefty 

I 

the relationship to the denominator function that occurs in 
the unit tensor operator coefficients of SU (3). The goal then 
is the proof of the identity (1.1). 

The SU ( 3) denominator function D 2 ( r,;x) is defined 
in terms of the function G ~ (~;x) by 

1 (-1)~,-'+1 Dim(xf) 

D 2 (r,;x) C~.q Dim(x) 

1 G' (~'x) X q , 

L,(~;x) G~-I(~;X) 

where 

L, (~;X) = T1(~i - t + 1)!(xi + 1 )~_,+ 1 tt J 

x ( - Xi + 1 h.-,+ 1 (ijk cyclic), 

C' = (t-1)!(p-t+2)!(q-t+ I)! 
P.q (p - q)!(p + 1 )!q! ' 

Dim(x') = - x{x{x{/2, 

( l.3a) 

( l.3b) 

( l.3c) 

( l.3d) 

x{ = Xi + ~j - ~k (ijk cyclic). (1.3e) 

Here t = 1,2, ... ,1 where 1 denotes the multiplicity of 
weight ~ in the irrep [p,q,O] ofSU (3). For each value of t 
the corresponding denominator function D 2 (r,;x) belongs 
to that canonical unit tensor operator which is characterized 
by the operator pattern r, (see I). 

The function G ~ (~;x) in definition (1.3a) has the fol­
lowing complicated form, as derived directly from the ca­
nonical construction of the set of SU (3) tensor operators: 

G~(~;x) = (-l),(q+llTI (s-1)!(p-s+2)!(q-s+ I)! 
5=1 (p+1)! 

Xn 1 x[. (q!)3 ]'A,(~,A;X). 
5=1 nijd-~i)5_1(-Xi-~j)5_,(Xi-~k)5_' Dtm(x)LI(qqq;x) 

( 1.4a) 

The quantities appearing in expression (1.4a) have the fol­
lowing definitions: A,(~,A;x) is the tXt determinant de­
fined by 

At(~,A;x) = det(NI'S), ( 1.4b) 

with entry in row r and column s given by 

NI'S = NI'S(~,A;x) = L F~ (A;x)F~ (A;x)N" (~;x). 
lIED 

(l.4c) 

In relation (l.4c), the N" (~;X) are the functions defined by 

N,,(~;x) 

= (XI - n2 + n3)(x2 - n3 + n l )(x3 - n 1 + n2) 

2nl!n2!n3! 

X ( - Xi - ~j) (Xi - q) ( - Xi - q) , 
q-nk q-nj q-nJe 

for each nED, (l.4d) 

and the F~ (A;x) are the functions defined by the expansion 
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, 
:g.(Y+ 1 ++ (Xj -Xk) +Ait_Ai 

.J! 

= L y.N'-tF~(A;x), 
,= I 

Ai = max(O,q - ~i)' 

1 = q + 1 - A I - 11.2 - 11.3, 

( 1.4e) 

( 1.4f) 

(l.4g) 

~ Aijk = A 12~231A3\2' (l.4h) tt 
Finally, n is the three-tuple of integers (n l ,n2,n3), with do­
main D defined for specified p,q,~ by 

D = D( A) _ {( ) I nidAi,Ai + 1, ... ,O'J} 
p,q,~ - n l,n 2,n3 , 

n l + n2 +n3=q 
( 1.4i) 

where O'i is defined by O'i = min (q,p - ~i ). The quantities 
Dim (x) and L I (qqq;x) are those defined by Eqs. (1.3d) and 
( l.3b), respectively, with the latter being for the special case 
t = 1 and ~I = ~2 = ~3 = q. 

As noted above, the form of G ~ (~;x) given by Eqs. 
(l.4) is indeed very complicated. Despite this, it has been 
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possible in I to prove many significant properties of 
G ~ (a;x). These properties are, in fact, definitive in estab­
lishing a comprehensible (new) expression for this function, 
which is the purpose of the present paper. 

Let us now summarize from I the properties of the func­
tion G ~ (a;x) that will be used below for obtaining an alter­
native and explicit form. For each q = 0,1,2,... and 
t = 0, 1, ... ,q + 1, the function G ~ (a;x) is a polynomial that 
has the following properties. 

(i) Total degree 2t(q - t + 1) in x. By this phrase, we 
mean that G ~ (a;x) is a sum of monomials of the form 
xfxfxL where a, /3, r are non-negative integers such that 
a + /3 + r<2t( q - t + 1) and the sum is over all such mon­
omials multiplied by real coefficients that are themselves 
functions of a. For t = 0 and arbitrary t, we have, by defini­
tion, 

( 1.5) 

(ii) Determinantal symmetry. This symmetry refers to 
the invariance of G ~ (a;x) under the transformation of the 
six variables (al,aZ,a3,XI,XZ,X3) induced by row inter­
change, column interchange, and transposition of the 3 X 3 
array A defined by 

A =At(a;x) 

[

al - t+ 1 

= az - t+ 1 
a3 - t+ 1 

= (aij)' 

a z - t+ 1 +xI 
a3 - t+ 1 + Xz 
a l - t+ 1 +x3 

a3 - t+ I-XI] 
a l - t+ l-xz 
az - t + 1 -X3 

( 1.6) 

For example, under matrix transposition of A, that is, A --A, 
we have 

(a l,aZ,a3,x I ,xz,x3) 

--> (a l,a2 + XI,a3 - XI' - XI' - X3, - x 2 ). (1.7) 

(iii) Weight space W~ (a) of zeros. This subset of L is 
shown in Fig. 1. The points in w~ (a) are in one-to-one 

"3 

~-----XI 

I 
I 
I 
I 
I 
I 
I 
I 
I 

xl=63-Q+1 

" 

FIG. l. The weight space W~ (A). The set oflattice points interior to and on 
the bold solid boundary lines of the hexalateral defines the set of weight 
space points forirrep [q - t,O, - t + 11 of U (3). 
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correspondence with those of the weight space of irrep 
[q - t,O, - t + 1] ofU(3). With each pointxEW~(a), we 
associate a multiplicity number M ~ (a;x), 

M~ (a;x) =min(t,q - t + 1,1 + dt (X»), (1.8) 

wheredt (x) is the "distance" from latticepointxEW~ (a) to 
the nearest boundary point as measured along the direction 
of a coordinate axis (one lattice spacing = one unit of dis­
tance, with d t = 0 at the boundary). The mUltiplicity func­
tion M~ (a;x) assigns to each point XEW~ (a) exactly the 
value of the multiplicity of the weight W = (w l ,WZ'W3 ) of 
irrep [q - t, 0, - t + 1], where W is related to the point 
XEW~(a) by 

Xl = a3 - t + 1 - WI' 

X 2 = - az - a3 + q - 1 - W2, ( 1.9) 

X3 = a2 - t + 1 - w3. 

By the phrase "a polynomial has the weight space W~ (a) of 
zeros," we mean that each XEW~ (a) is a zero of the polyno­
mial with multiplicity M ~ (a;x). 

(iv) Reduction formula. This property refers to an iden­
tity satisfied by G ~ (a;x) when the a i are restricted in their 
values [see Eq. (4.15) ofI]. In particular, for t - l<a l <q, 
a 2eZO' a 3eZO' the following identity is true: 

G ~ (a\Ja2,a3;XI,X2,X3) 
t 

= (_l)t(q-a,lIT (-a2+s-1)q_a, 
s= I 

X( - a3 +s-l)q_a, (x l - a3 +s-l)q_a, 

X( -XI-a2+S-l)q_a,G~,(q,a2+al-q, 

a3 + a l - q;X1'X2 - a l + q'X3 + a l - q). (1.10) 

The reduction formula (1.10) and the (proved) deter­
minantal symmetry of G ~ (a;x) may be used to derive a 
more general reduction formula. To obtain this result, we 
notice that the arrays A corresponding to the arguments of 
G ~ on the left-hand side (lhs) ofEq. (1.10) may be written 
as 

A l1 (h) = (A)all=h_o h=t,t+ 1, ... ,q+ 1. ( l.l1a) 

Similarly, the arrays A corresponding to the arguments of 
G~, on the right-hand side (rhs) ofEq. (1.10) are given by 

A ;1 (h) = Al1 (h) + Sl1 (h), h = t,t + 1, ... ,q + 1, 
(1.11b) 

where the "shift matrix" Sl1 (h) is defined by 

Sl1(h) = (q-h+ 1) [- ~ 
-1 

-1 
o 
o 

- 1] o . 
o 

(1.11c) 

The multiplicative factors in Eq. (1.10) may also be written 
as 

t 

(_l)t(q-h+1) II (-a I2 -s+1)q_h+1 
s= I 

X( -a\3 -s+ l)q-h+1 (-a21 -s+ l)q_h+, 

X( -a31 -s+ l)q_h+,' (1.11d) 
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Equations (1.11) and determinantal symmetry now imply 
the following general reduction formula: 

G~(Aij(h») 

= (_l),(q-h+1) s(Il(k~l( -aik -s+ l)q_h+1 

k #j 

Xk~l( -akj -s+ 1)q_h+l) 

k #i 

XG~_ dA ij(h»), 

for each h = I, I + 1, ... ,q + 1, where 

Aij(h) = (A)aij=h_t' 

A ij(h) = Aij(h) + Sij(h). 

( U2a) 

( l.12b) 

( l.12c) 

Here the shift matrix Sij(h) is the 3X3 array having 
q - h + 1 in row iand columnj, zeros in the (i,j) minor, and 
- (q - h + 1) elsewhere [see Eq. (U1c) for 
(i,j) = (1,1)]. 

(v) Explicit polynomial forms. Since G : _ I = 1, we ob­
tain the following fully explicit special cases of the polynomi­
als G ~ for h = I: 

G~(A) laij_o 

x IT (-a kj -s+ 1)q_'+I)' 
k=1 
k #i 

(1.13) 

This completes our review of the most significant prop­
erties of G ~ proved in I. A principal result of the present 
paper is the proof that the conjectured form of G ~ -that is, 
the polynomial [§ ~ given in Sec. IV-also obeys Eqs. ( 1.12) 
and (1.13). 

II. GENERAL PROPERTIES OF POLYNOMIALS WITH 
WEIGHT SPACE W~(A) OF ZEROS 

Relation ( 1.8) may be used to derive explicit properties 
of an arbitrary polynomial in (X I,X2,X3 ) that has the weight 
space W ~ ( A) of zeros. We now use this relation to prove the 
following lemma. 

Lemma 2.1: Each polynomial P ~ (A;x) having at least 
the weight space W~ (A;X) of zeros contains, for 
X3 = A2 - h + 1, the factors 

h 

II (XI - A3 + 1- s)q_ ,+ I' for he{1,2, ... ,I} (2.1a) 
s= I 

and 
, 
II (xl - A3 +S-1)q_h+1' for he{I,I+ 1, ... ,q}. 
s= I 

(2.1b) 

Conversely. each polynomial P' (A;x) that contains the fac­
tor (2.1a) for each hd1.2 ..... t'} and the factor (2.1b) for 
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each hdt.t + 1 ..... q}. when evaluated at X3 = A2 - h + 1. 
has at least the weight space W~ (A) of zeros. 

Proot Let us note first that the linesx3 = A2 - h + 1 for 
h = 1.2 ..... q cover the set of points in W~(A) [see Fig. 
2(a)]. Consider now the lines X3 = A2 - h + 1 for 
he{1.2 ..... t} as shown in Fig. 2(a) and take t<q - t + 1. 
Then. from Eq. (1.8). we have 

M~(A;x) = 1 +d,(x). (2.2) 

From Fig. 2(a). we find that for XI = A3 - q + 1. 
A3 - q + 2, .... A3 - q + h (thexllinethroughpointPI ). the 
value of 1 + d, (x) is 1.2 ..... h. respectively; for XI = A3 
- q + h,A3 - q + h + 1 ..... A3 - I + 1 (thexllinethrough 

point P2 ), the value of l+d,(x) is h; and for 
XI = A3 - t + 1.A3 - t + 2 ..... A3 - t + h (the XI line 

(b) 

1 
1 
I 
I 
I 
I 
I 
I 
I 

xl=t.3-Q+1 

I' 
I " 
I .... 
I .... 

I 
I 
1 

xl-t.3- t + 1 

FIG. 2. (a) Covering of the weight space W~ (4) for t<q - t + 1 by lattice 
points on the lines X3 = 42 - h + I, h = 1.2 ..... q. The multiplicity formula 
(2.2) may be applied to each point (X.,x2.42 - h + 1) belonging to W~(4) 
and to the line X3 = 42 - h + I to obtain the factors given in Lemma 2.1 of 
an arbitrary polynomial having at least the weight space W~ (4) of zeros. 
(b) Covering ofthe weight space W~(4) for t>q - t + I by lattice points 
on the lines X3 = 42 - h + I. h = 1.2 ..... q. The multiplicity formula (2.2) 
may be applied to each point (X.,x2.42 - h + 1) belonging to W~ (4) and 
to the line X3 = 42 - h + I to obtain the factors given in Lemma 2.1 of an 
arbitrary polynomial having at least the weight space W~ (4) of zeros. 
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through point P3 ), the value of 1 +dt(x) is h,h -1, ... ,1, 
respectively. Thus, for each X3 = .:l2 - h + 1 with 
h = 1,2, ... ,1, the polynomial P~ (.:l;x) must contain factors 

(Xl - .:l3 + q - 1 )(XI - .:l3 + q - 2)2 

X···(x l -.:l3 +q-h+ 1)h-I(XI -.:l3 +q-h)h 

X (XI - .:l3 + q - h - 1 )h ... (XI - .:l3 + 1 - 1)h 

X (XI -.:l3 + 1 - 2)h-I(XI -.:l3 + 1 - 3)h-2 

X··· (XI - .:l3 + t - h) 

= (XI -.:l3 + 1- l)q_t+ I (XI -.:l3 + 1- 2)q_I+1 

X···(XI -.:l3 +I-h)q_I+I' (2.3) 

which is the result given by Eq. (2.1a). 
In the derivation of Eq. (2.3), we have assumed that 

l<q - 1 + 1. The result is, however, also correct for 
q - 1 + 1 <I. For example, for 1 = q, the factor (2.3) is 
(x I - .:l3 + q - h) h' which yields correctly the weight 
space W: (.:l) of zeros, which is covered by the lines 
X3 =.:l3 - h + 1 for h = I,2, ... ,q. The modifications of Fig. 
2(a) for giving the derivation of the factor (2.Ia) when 
q - 1 + 1 <1,butstill withx3 =.:l2 - h + Iandh = 1,2, ... ,1, 

is given in Fig. 2(b). For h<q - h + 1, the derivation is the 
same as that given above and gives the factor (2.Ia). For 
h;;.q - h + 1, the factors may be obtained from Fig. 2(b): 
For XI =.:l3 - q + 1,.:l3 - q + 2, ... ,.:l3 - 1 + 1, we have 
q-I + 1;;.1 +dt(x) = I,2, ... ,q-l + 1, respectively; for 
XI = .:l3 - 1 + 1,.:l3 - 1 + 2, ... ,.:l3 - q + h, we have 
1 + dt (x)<q - 1 + 1 and the multiplicity of each zero is 
q - 1 + 1; and for XI =.:l3 - q + h, .:l3 - q + h 
+ 1, ... ,.:l3-1 +h, we have q-I + 1;;.1 +dt(x) 
= q - 1 + 1, ... ,2,1, respectively. Thus, for X3 = .:l2 - h + 1 
withh;;.q-h + 1 andh<l, thepolynomiaIP~(.:l;x) must 
contain the factors 

(XI - .:l3 + q - 1 )(x i - .:l3 + q - 2)2 ... (XI - .:l3 + t)q- t 

X (XI -.:l3 + 1- l)q-t+ I(XI -.:l3 + 1- 2)q-l+ I 

X···(XI -.:l3 +q-h)q-I+1 

X (XI -.:l3 + q - h - 1)q- t 

X (XI -.:l3 + q - h - 2)q-I-I. ··(XI -.:l3 + 1- h). 

These terms again combine to give exactly the factors 
(2.Ia). 

The preceding results prove the lemma for h = 1,2, ... ,1 

[the factors (2.Ia)]. The proof that P~ (.:l;x) contains the 
factors (2.tb) for X3 = .:l2 - h + 1 with h = I, 1 + t, ... ,q is 
carried out similarly. 

The converse of the lemma is obvious since the set of 
zeros of the factors (2.1a) and (2.1b) exactly cover, by con­
struction, the zeros in the set W~ (.:l), including correct mul­
tiplicities. 0 

Lemma 2.1 can now be used to prove a second impor­
tant property of polynomials having the weight space 
W~ (.:l) of zeros. 

Lemma 2.2: Let P ~ (.:l;x) denote a polynomial having 
determinantal symmetry and at least the weight space 
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w~ (.:l) of zeros. Then P ~ (.:l;x) is of total degree at least 
21(q - 1 + I) in x. 

Proof: Consider the value of P~ (.:l;x) for 
X3 = .:l2 - 1 + 1. We find from Lemma 2.1 that 
P ~ (.:l;x) I x] = A, _ t + I contains the factor 

t 

II (X I -.:l3 +S-1)q_t+l· 
s= 1 

Since P ~ (.:l;x) has determinantal symmetry, it follows that 
P ~ (.:l;x) I x] = A, _ t + 1 contains the factors 

t 

II (-.:l2 + S - 1) q _ t + I ( - .:l3 + s - 1) q _ t + I 
s= I 

X ( - .:l2 - X I + S - 1) q _ t + 1 

X(x l -.:l3 +s-I)q_t+l. (2.4) 

This polynomial is of degree 21( q - 1 + 1) in X I. Hence the 
total degree of P ~ (.:l;x) in X must be at least 21( q - 1 + 1) 
since otherwise the degree of the polynomial 
P~ (.:l;x) I x] = A, _I + I will be less than 2/(q - 1 + 1) in XI 
and cannot contain the polynomial (2.4) as a factor. 0 

III. UNIQUENESS THEOREM FOR ~ 

In this section we first establish a result (Theorem 3.1) 
that, although somewhat specific in its content, forms the 
basis for proving a uniqueness theorem (Theorem 3.2) for 
G ~. This theorem is significant in that it shows that the prop­
erties (i) total degree 21( q - 1 + 1) in x, (ii) determinantal 
symmetry, and (iii) exactly the weight space W~ (.:l) of ze­
ros are, in fact, essentially a unique specification of the poly­
nomial. 

We begin with the proof of the following important pre­
liminary result. 

Theorem 3.1: Let Q ~ (.:l;x) denote a polynomial of total 
degree in X not exceeding 21(q - 1 + 1) and having deter­
minantal symmetry and at least the weight space W~ (.:l) of 
zeros. Also, let this polynomial satisfy 

Q ~ (.:l;x) = 0, for.:l 1 = 1 - I,I, ... ,q - 1, 

for all .:l2' .:l3EZ+ and xeM. Then 

Q~(.:l;X)EO, 

for all .:l;EZ+ and xeM. 

( 3.Ia) 

(3.Ib) 

Proof: By assumption, the polynomial Q ~ ( .:l;x) pos­
sesses determinantal symmetry. In particular, it obeys the 
relation 

Q~(.:lI,.:l2,.:l3;X) = Q~(.:l2 -X3,.:l1 +X3,.:l3;X), (3.2) 

forallxeL. Evaluating relation (3.2) atx3 = .:l2 - h + I, we 
obtain 

Q ~ (.:l;x) I x, = A, - h + 1 

= Q ~ (h - 1,.:l1 + .:l2 - h + 1,.:l3;x) I x, = A, _ h + I = 0, 

for each h = 1, 1 + 1, ... ,q, where we have used Eq. (3.Ia) in 
equating this relation to zero. Thus the polynomial 
Q ~ (.:l;x), if not identically zero, contains the factor 
(.:l2 - X3 - q + 1) q _ 1 + 1. Again invoking determinantal 
symmetry, we conclude that Q ~ (.:l;x) has the form given by 
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Q~(a;X) = ~ (ai - q + 1)g_ 1+ I 
1Jt 
x(ai -Xj -q+ l)q 1+1 

x(ai +Xk -q+ l)q_,+IQt(a;X). (3.3) 

For t = 1 or 2, necessarily Q, (a;x) = 0 since otherwise the 
degree6(q - t + 1) in X of the IIijk factor exceeds the largest 
degree2t(q - t + 1) ofQ~(a;x); hence the theorem is true 
for t = 1,2. For t>3, Qt (a;X) is a polynomial in x of total 
degree not exceeding 2t(q - t + 1) - 6(q - t + 1) 

= 2(t - 3)(q - t + 1). By assumption, Q~(a.;x) has at 
least the weight space W~ (a) of zeros. Removing the zeros 
of the factors 

(a) - x I - q + 1) q _ 1 + I (a2 - x) - q + 1) q _ 1 + I 

from W~ (a) leaves the weight space 
W~-2(al - 1,a2 - 1,a3 - 1); hence QI (a;t) must possess 
at least this weight space W~- 2(a l - 1,a2 - l,a) - 1) of 
zeros. Therefore, the polynomial Q, (A;x) must, by Lemma 
2.2, be of total degree in x of at least 2(t - 2) (q - t + 3), 
which is greater than the maximal degree 
2 (t - 3) (q - t + 1) found above. This contradiction in the 
degree of Q, (a;x) can be avoided if and only if Q, (a;x) EO, 
which proves the theorem. 

We next use Theorem 3.1 to prove a uniqueness 
theorem. 

Theorem 3.2: Up to a multiplicative factor a~ (S), where 
S = a 1 + a 2 + a), the polynomial G ~ (a;x) is the unique 
polynomial that possesses the following properties: (i) total 
degree 2t( q - t + 1) inx, (ii) determinantal symmetry, and 
(iii) theweightspaceW~(a) of zeros. 

Proof: The proof of Theorem 3.2 is lengthy. It is by in­
duction, with the following assumption as the starting point. 
Induction hypothesis: for each t = 1,2, ... ,k and k 
= 1,2, ... ,q - 1, the polynomial G~ (a;x) is the unique poly­

nomial, up to a multiplicative factor a~ (S), that has the 
weight space w~ (a) of zeros. 

We wish to extend this hypothesis to level k = q with 
t = 1,2, ... ,q. As a first step, we establish the following result, 
assuming the induction hypothesis: Every polynomial 
P ~ (a;X) of total degree 2t( q - t + 1) in x that has deter­
minantal symmetry and the weight space W~ (a;x) of zeros 
is given in terms of G ~ (a;x) for the particular values 

a l = t - l,t, ... ,q - 1 (3.4a) 

by 

p~(a;x) = a~ (S)G~(a;x). (3.4b) 

To prove this property, we first apply to P ~ the symme­
try given by relation (3.2) and evaluate at X3 = a 2 - h + 1 
for h an arbitrary positive integer. This yields 

p~(al,a2,a3;X) IX.,=A,-h + I 

= P~(h -1,.0. 1 + a2 - h + 1,a3;x) IX,=A, h+ I' 
(3.5) 

Consider next the weight space W~(h - l,a l + a 2 
- h + l,a3 ) which is that associated with the a parameters 

occurring on the rhs ofEq. (3.5), as shown in Fig. 3. The line 
X3 = a 2 h + 1 is seen to lie between the lines 
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I 
I 
I 
I 
I 
I 
I 
I 
I 

ltl=~3-q+1 

FIG. 3. The weight space W~(~') for ~. = (h - 1'~1 + ~2 - h + 1'~3) 
for each heZ+. The point (XI.x2'~2 - h + l)EW~(~') for all positive inte­
gers h and all x I such that ~3 - q + I <x I <~3' This property is used in the 
proof of Theorem 3.2. 

X3 = (a l - h + 1) + a 2 q + 1 and X3 = (al - h + 1) 
+ a 2 - t + 1 for all values of a I given by 

AI =t-l,t, ... ,q-l 

(with coincidence of lines for the end values a I = t - 1 or 
q - 1). Accordingly, the line X3 = a 2 - h + 1 passes 
through the weight space W~ (h - 1,.0. 1 + a 2 - h + l,a3 ) 

for all positive integral values of h. Since by assumption the 
polynomial P~ (h - l,a l + a 2 - h + 1,a3;x) possesses the 
weight space W~(h - l,a l + a 2 - h + l,a3 ) of zeros, it 
must contain the factor 

, 
II (XI - a3 +S-l)q_A" 

• I 
(3.6) 

for X3 = a 2 - h + 1 (Lemma 2.1 with appropriate changes 
in notation). Since h is an arbitrary positive integer, we find 
from Eq. (3.5) that the polynomial p~(a;x) contains the 
factor (3.6) for each a l = t- l,t, ... ,q- 1. Since p~(a;x) 
has determinantal symmetry. it accordingly contains all fac­
tors obtained from (3.6) by applying this symmetry. We 
have thus shown that P ~ (A;X) has the form given by 

p~(a;X) 

t 

= II (- a2 + S - 1) q _ A, ( - a) + s - 1) q _ A, 
s= I 

X (XI - a3 +S-l)Q_A, 

X(-x l -a2 +s-1)q_A,Qt(a;x), (3.7) 

where Qt (a;x) is a polynomial of total degree 
2t(a l - t + I) in x. Relation (3.7) is valid for 
at = t - l,t, ... ,q - 1. 

So far we have not used the uniqueness property of the 
functions G ~ (k = 1,2, ... ,q - 1) assumed in the induction 
hypothesis. This assumption will now be invoked in order to 
identify the polynomial Q, (a;x) in relation (3. 7). Here the 
reduction formula given by Eq. (1.10) has the crucial role. 
We wish to prove that 

Louck, Biedenharn, and Lohe 1111 



                                                                                                                                    

Q, (a;x) = a(S)G~, (q,a l + a 2 - q,a l + a 3 - q; 

XI ,X2 - a l + q,X3 + a l - q), (3.8) 

for each t = O,I, ... ,a l • 

Let us recall that the geometrical content of the reduc­
tion relation (1.10) is that the removal from W~ (a) of the 
zeros originating from the linear factors in x 1 in the product 

, 
IT (xl-a3+s-I)q_~1 (3.9) 

s= 1 

is to leave behind exactly the weight space 
W~, (q,a l + a 2 - q,a l + a 3 - q) of zeros of 

G~, (q,a l + a 2 - q,a l + a 3 - q; 

XI ,X2 - a l + q,x3 + a l - q) (3. lOa) 

for each point 

(X I,x2 - a l + q'X3 + a l - q) 

EW~, (q,a l + a 2 - q,a l + a 3 - q). (3.lOb) 

Observing that the factors (3.9) occur also in relation 
(3.7), we see that removing the zeros of these factors from 
the weight space W ~ (a) of zeros of P ~ (a;x) leaves behind 
(as above) exactly the weight space 
W~, (q,a l + a 2 - q,a l + a:3 - q) of zeros. These zeros 
must be inherited by the polynomial Q, (a;x) for each point 

(XI,X2,x:3)EW~(a;x) - K~, (3.11) 

where K~ denotes the set of zeros (with multiplicity) defined 
by the factors (3.9). From the general definition of the 
weight space W~ (a) of zeros (see Fig. 1), we verify that the 
points (X I ,X2,x3) given by Eqs. (3.lOb) and (3.11) are ex­
actly the same and, moreover, that the multiplicity of each 
zero is the same. 

Since a l < q in the polynomial G ~, ( ... ) given by 
(3.10a), this polynomial is, by the induction hypothesis, the 
unique polynomial [up to a factor a(S)] with the weight 
space (3.lOb) of zeros. This result proves relation (3.8). 

Substituting Qt(a;x) fromEq. (3.8) intoEq. (3.7) and 
comparing the result with the reduction formula (1.10), we 
obtain Eq. (3.4b), which was to be proved. Using this result 
and Theorem 3.1, we can now complete the proof of the 
theorem. 

We define the polynomial Q ~ (a;x) by 

Q~(a;x) = p~(a;x) - a~ (S)G~(a;x), (3.12) 

whereP~(a;x) isapolynomialofdegree2t(q - t + 1) hav­
ing determinantal symmetry and the weight space W~ (a) of 

I 

zeros; thus P ~ (a;x) satisfies Eqs. (3.4). Then, either 
Q~ (a;x) is identically zero at the outset, or it satisfies the 
assumptions given in Theorem 3.1; hence, it is identically 
zero in consequence of the conclusion of that theorem. That 
Q ~ (a;x), if not identically zero at the outset, satisfies the 
assumptions given in Theorem 3.1 may be shown as follows: 
From the definition (3.12), we find that the degree of 
Q~ (a;x) inxdoes not exceed 2t(q - t + 1). Moreover, this 
polynomial has at least the weight space W~ (a) of zeros, 
since taking the difference of two polynomials. each of which 
possesses the weight space W~ (a) of zeros, can at most in­
crease the multiplicity of a zero. Lemma 2.2 implies that the 
total degree of G ~ (a;x) in x, when this polynomial is not 
identically zero, is at least 2t (q - t + 1). Thus Q ~ ( a;x) is 
of exactly degree 2t( q - t + 1). if not identically zero. Fin­
ally, Eqs. (3.4) imply that relation (3.1b) of Theorem 3.1 is 
satisfied. Hence. all the assumptions of Theorem 3.1 are sat­
isfied by the polynomial defined by Eq. (3.12). 

We have now proved that 

p~(a;x) =a~(S)G~(a;x), (3.13) 

for each t = 1,2, ... ,q; this result extends the induction hy­
pothesis to level q, thus closing the induction loop. This 
proves Theorem 3.1 provided that the initial step of the in­
duction hypothesis is true. This initial step consists of prov­
ing that G! (a;x) is the unique polynomial of total degree 2q 
in x up to a multiplicative factor a! (S), which has the 
weight space W~ (a) of zeros. This proof was given in Ref. 3, 
where the polynomial Gq (a;x) = G! (a;x) was first investi­
gated and studied in detail. 0 

IV. THE POLYNOMIAL ~~ AND ITS PROPERTIES 

An explicit polynomial form for G ~ (a;x) was first giv­
en as a conjecture in Ref. 6. This polynomial is denoted by 
y ~ (a;X) in Eq. (4.2), where the script letter is a reminder 
that this is (at the moment) a conjectured form of G ~ (a;x). 
A principal result for making this conjecture was the proof in 
Ref. 3 that 

G 1 (a'x) = Y 1 (a'x) q, q,' (4.1 ) 

The explicit construction of G : (qqq;x) in Ref. 5 and special 
values of q were also helpful in suggesting the occurrence of 
the multiplicity numbers h(ApVp) in the definition of 
Y ~ (a;x) (see below). Further details motivating this defin­
ition are given in Ref. 6. The definition of Y ~ (a;x) is the 
following: 

, ( -s+I)' n'_I(6. I +6.2 +6. -t-q-s+3) 
Y~(6.;x) = Y~(A)=( -l)'(q-'+I) IT q . I h(ApVp) $- :3 p, 

s= 1 (s - I)! ).I'Vp M(p) 

(4.2) 

where the aij denote the entries in the array A given by Eq. (1.6). The other symbols in this result have the following 
definitions. 

(i) The symbol A = [A I,).2,"',).'] denotes an irrep label of U(t), with A I >A2 >··· >A,>O, each Ai = a non-negative 
integer; A may also be regarded as the shape of a Young frame Y(A). The symbolsp, v, ... denote irrep labels of the same type as 
A. 

(ii) The symbol h(ApVp) denotes the number of times irrep [q - t + I, ... ,q - t + I] (q - t + 1 repeated t times) is 
contained in the direct product A Xp X vXp and is defined to be zero if [q - t + I, ... ,q - t + I]M Xjl X vXp. 
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(iii) The symbol M(A) denotes the measure ofthe Young frame yeA) and has the definition 

. nr<s(Ar-As+s-r) 
Dim ,.1,= ---------

1!2!'" (t - 1)! 
(4.3) 

with corresponding definitions for M(J.L)' M( v), and M(p). 
(iv) For each non-negative integer k and each Young frame Y(A), the function F k•A (x,y,z) is defined for indeterminates 

x,y,zby 

{ 
[l/M(A)] n~= I [x + t - s] k _ A [y + s - I]A [z + s - I]A , 

F ( ) 's s 
k.A x,y,z = O'f 1 k 

, I any As> • 

(4.4) 

As remarked in the Introduction, our goal is to prove 
that G ~ (a;x) = ;§ ~ (a;x), but so far we have been unable to 
find a direct proof. In place of such a direct proof, we have 
adopted the strategy of proving that these two functions 
share so many properties that via a uniqueness theorem, they 
are necessarily identical. This is a sizeable task, but ultimate­
ly successful. 

The following features of this approach stand in sharp 
contrast: While the function G ~ (a;x) as defined by Eqs. 
( 1.4) is unwieldy and almost intractable, the proof of prop­
erties (i)-(iii) in Sec. I-although admittedly tedious and 
lengthy-turns out to be reasonably straightforward. I On 
the other hand, while the polynomial ;§ ~ (a;x) as defined by 
Eqs. (4.2 )-( 4.4) is quite comprehensible, the proof of prop­
erties (i)-(iii) is deceptively difficult. Indeed, the major 
hurdle is to find a simple proof of the identity (transposition­
al symmetry): 

;§~(A) = ;§~(A), (4.5) 

where A is the array obtained from A by matrix transposi­
tion. 

In the remainder of this section, we develop some of the 
properties of ;§ ~ ( a;x) . 

We begin with four properties, the first two of which are 
easy consequences of the definitions (4.2 )-( 4.4). 

(a) The polynomial ;§ ~ has total degree 2t (q - t + 1) 
in x and total degree 2t(q - t + 1) in a. 

(b) The polynomial ;§ ~ is invariant under all transfor­
mations of (al,a2,a3,XI,x2,X3) corresponding to row inter­
changes and column 2-column 3 interchange in the array A. 

(c) Under the assumption of transpositional symmetry 
( 4. 5), the polynomial ;§ ~ (a;x) satisfies exactly the same 
reduction formulas (1.12) and (1.13) as does the polynomi­
al G ~ (a;x). 

(d) Under the assumption of transpositional symmetry 
(4.5), the polynomial 

;§~(A) laij=h-t' hE{I,2,.00,t}, (4.6a) 

contains the factors 

s{I1 (JJI (-a ik -s+ l)q_t+1 

k#j 

X JJI (-a kj -s+ l)q_t+I)' (4.6b) 

k#i 

We need to prove only (c) and (d) since (a) and (b) are 
obvious. 
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Proof: The proof of (c) is given directly from the defini­
tion (4.2) of ;§ ~ (a;x). Since for each positive integer n, the 
property [nL = 0 holds unless a<,n, it follows that 

Fq-t+ I,A (a11,a I2 ,a13 ) = 0 (4.7) 

unless q - t + 1 - At <,a ll = a l - t + 1, that is, unless 
At>q - a l· Since ,.1,= [A I".1,2,00.,At] is a partition, we thus 
find that the only terms contributing to the sum in Eq. (4.2) 
have 

,.1,1>,.1,2>" '>At>q - a l · (4.8) 

For all such partitions A, a nontrivial but straightforward 
calculation shows that 

= IT (a l -s+ I)! 
s=1 (q-s+ I)! 

X(~I [a 12 +s-l]q_A, [a 13 +S-I]q_A,) 

XFA , _ t+ I.A' (ail ,ai2,ai3)' (4.9a) 

where A ' = [A i ,A ~ ,00',,.1, :] is the partition defined in terms 
of A by A; = As - q + ai's = 1,2, ... ,t and ail ,ai2,ai3 are 
defined by 

ail=q-t+l, ai2=a I2 +al -q, 

ai3 = a 13 + a l - q. 

Since 

(4.9b) 

we find that the summation in definition (4.2) is also 
reduced to one over all partitions A', J.L, v, p such 
that A 'XJ.LXvXpE[a l - t + l,a l - t + 1,00.,a l - t + 1], 
which in turn implies that 

J.Ls<,a l - t + 1, vs<,a l - t + 1, 

for s = 1,2,00.,t. For partitionsJ.L and v satisfying these condi­
tions, we find 

Fq_ t+ 1,1-' (a21,a22,a23) 

= [a21 + t-s]q_A,FA,_t+I'I-'(a~l,a22,a23)' (4. lOa) 

Fq_ t+ I,v (a31,a32,a33) 

= [a31 + t-s]q_A,FA,_t+I,v(a31,a32,a33)' (4. lOb) 

where 

a21 = a21 + a l - q, a31 = a31 + a l - q. (4.1Oc) 

Using relations (4.9) and (4.10) in Eq. (4.2), we find 
upon setting a l = h - 1 that 
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~~(AII(h») 

= ~' (A) I q Q,J=h-t 

1 

= (-1),(q-h+I)II( -a I2 -s+ l)q_h+1 
s=I 

x ( - a 13 - S + 1) q _ h + 1 ( - a21 - s + 1) q - h + 1 

X ( - a 31 - S + 1) q _ h + .) ~ ~ _ .(A I 1 (h»), 

( 4.11a) 
where 

A II (h) =A l1 (h) +Sl1(h), (4.11b) 

for each h = t, t + 1, ... ,q + 1. In obtaining Eq. (4.11a), we 
have also used 

a; + a; + a; - t - (h - I) - s + 3 

= (h - 1) + a2 + a3 - t - q - s + 3, ( 4.12a) 

where the a; are obtained from column 1 of A ; I (h) and are 
given by 

a; =q, 

a; =a2 - (q-h+ 1), a; =a3 - (q-h+ I). 
(4.12b) 

Relation (4.11 a) is of the same form as relation (1.10) 
[see, also, Eqs. ( 1.11 ) ]. We now apply the row symmetry of 
~ ~ and thus extend the validity of Eq. (4.lla) to the form 
given by Eq. (1.12a) for all indices (iJ) = (1,1), (2,1), 
(3, I). Under the assumption that ~ ~ also has transposition­
al symmetry, we obtain the desired proof of (c) since this 
symmetry together with row symmetry generates determin­
antal symmetry. 0 

Proof: The first part of the proof of (d) is similar to that 
given for property (c). We find that 

Fq_ 1+ I,). (h - t,a I2 ,a13 ) = 0, (4.13a) 

for each he{l,2, ... ,t} unless the first h parts of the partition A 
satisfy 

A I =A2 ="·=Ah =q-t+1. (4.13b) 

For such partitions, we have 

M(A') = IT (s-1)! IT [q-t+s-As]h' 
M(A) 5=1 (q-s+ 1)! 5=h+1 

where 

..1'= (Ah+l,Ah+2'''',A,), 

This result gives 

Fq_ 1+ I,). (h - t,a I2,a13 ) 

(4.14a) 

(4.14b) 

__ IIh (t-h+s-I)! h II ( - a 12 - s + 1)q_ 1+ I 
5=1 (q-s+ I)! 5=1 

X( -a13 -s+ 1)q_I+1 

XFq_
l
+ I,).' ( - t,a l2 + h,a 13 + h), (4.ISa) 

for 

..1= [q-t+ I, ... ,q-t+ 1,..1']. (4.ISb) 

Relation ( 4.1Sa) shows that ~ ~ evaluated at 
a II = h - t contains the factors 
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h 

II (-a I2 -s+1)q_I+I(-a13 -s+1)q_I+P 
s= I 

(4.16a) 

for each he{I,2, ... ,t}. Unlike the proof of (c), we cannot 
easily establish directly from the expression for 
~ ~ (A) I a" = h _ 1 the occurrence of the factors 

h 

II (- a21 - s + 1)q_ 1+ I ( - a 31 - s + 1 )q- 1+ I' 
5= I 

(4.16b) 

We can, however, apply the assumed transpositional sym­
metry of ~ ~ to infer that the factors (4.16b) also occur. 

The above results for a II = h - t and the determinantal 
symmetry of ~~ now imply property (d). 0 

The following principal property of the polynomial 
~ ~ (a;x) is now easily proved from the results given above. 

Theorem 4.1: The properties given by (c) and (d) imply 
that ~ ~ (a;x) has at least the weight space W~ (A) of zeros. 

Proof: The (iJ) = (3,3) caseofEqs. (4.6) and (1.12a), 
applied to ~ ~ [property ( c ) ] , corresponds to 
X3 = A2 - h + I. Equation (4.6b) contains the factors 

h 

II (-a 13 -s+1)q_I+1 
s= 1 

h 

= II (x 1 -A3 +t-s)q_I+i' 
5= I 

for each he{ 1 ,2, ... ,t}, while Eq. (1.12a) contains, on the rhs, 
the factors 

t 

II (-a 13 -s+l)Q_h+l 
s=1 

t 

= II (x l -A3 +t-s)q_h+i' 
s= I 

for each he{t,t + 1, ... ,q}. Thus the polynomial ~~(A;x), 
evaluated at X3 = A2 - h + 1, satisfies the conditions of 
Lemma 2.1 (converse part). 0 

We can now prove the principal result ofthis paper. 
Theorem 4.2: Under the assumption of transpositional 

symmetry of ~ ~, the polynomials G ~ and ~ ~ are identical: 

G~(A;x) = ~~(A;x). (4.17) 

Proof: The polynomial ~ ~ is of total degree 
2t(q - t + 1) in x and, under the assumption that 
~ ~ (A) = ~ ~ (A), has been shown to have determinantal 
symmetry and at least the weight space W~ (A) of zeros. 
Thus all the conditions of Theorem 3.2 are satisfied and this 
implies that 

~~ (A;x) = a~(S)G~ (A;x), 

where a~ (S) is independent of x. Evaluating this relation at, 
say X3 = a2 - t + 1, which corresponds to a33 = 0 in Eq. 
( 1. 13), and using the fact [property (c) ] that 

[1 ~ (A) I 0." = 0 = G ~ (A) I a .•.• = 0' 

we find a~ (S) = 1. 0 
Using Theorem 4.2, we can now derive a second reduc­

tion formula for G ~ in addition to that given by Eqs. (1.12). 
The second general reduction formula is 
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G~(Aij(h») 

= Y~(Aij(h») 

= (_I)h(q-t+1) sDI (iJI (-aik -S+ l)q-t+1 

k #-j 

X iJI (-akj -S+ l)q_t+l) 

k #-i 

XG~-=-~(A ij(h»), (4.18a) 

for each he{I,2, ... ,t}, whereAij (h) is defined by Eq. (1.12b) 
and A ij (h) is defined by 

A ij(h) =Aij(h) + l:1ij(h), (4.18b) 

in which l:1ij (h) is the 3 X 3 shift matrix having entry - h in 
position (iJ), zeros as entries in the (iJ) minor, and h as 
entry in the remaining four positions. For example, 

-1 
1 (4.18c) 

Because of determinantal symmetry, a proof of Eqs. 
( 4.18) may be given by taking a special case, say 
(iJ) = (3,3), so that a33 = h - t implies X3 = 1:12 - h + 1. 
The occurrence of the multiplicative factors in relation 
( 4.l8a) is implied by Theorem 4.1, so that it is the occur­
rence of (_l)h(q-t+I)G~-=-~(A ;'1 (h») that must be 
proved. This may be proved by showing that the polynomial 
in question has total degree (t - h) (q - t + 1) and the 
weight space W~-=-~(h - 1,1:12;1:13) of zeros, the details of 
which we omit. These two properties, determinantal symme­
try and Theorem 4.2 (applied to G ~ -=-~ ), and relation 
(1.12a) may now be used to complete the proof of Eqs. 
(4.18). 0 

While we will not make direct use of the full reduction 
relation ( 4.18a), we have noted it not only for completeness, 
but also because of the interesting relationships it expresses 
between the various G ~ polynomials. 

The next relationship we derive is a general one for the 
polynomial Y ~ defined by Eq. (4.2), there being no assump­
tion o/transpositional symmetry. This relation is not only a 
useful alternative form ofEq. (4.2), but will be used explicit­
ly in Sec. V to derive a necessary condition for transposition­
al symmetry to be valid. 

Theorem 4.2: The polynomial Y ~ (l:1;x) defined by Eq. 
( 4.2) can be written in the following form: 

Y ~ (l:1;x) 

=(_l)t(q-t+l) IT (q-s+l)! 
s=1 (s-l)! 

X I g(II.Jlv)Fq_ t+ I,A (a ll ,a\2,a\3) 
A,.,v 

XFq _ t+ I.,., (a21 , - a21 - a22 + q - 2t + 1, 

a21 - a23 + q - 2t + 1) 

XFq_ t+ l,v(a31,a32,a33)' (4.l9a) 

where v = [V I ,V2, ... ,vt ] is the partition defined by 

vs=q-t+l-vt_s+I' s=I, ... ,t, (4.19b) 
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and g(II.Jlv) denotes the Littlewood-Richardson number, 
which is the mUltiplicity of irrep v in the direct product 
II. XJl. 

Proof' The key result needed for transforming the defini­
tion (4.2) of Y ~ (l:1;x) to the form (4.l2a) is proved in Ref. 
8 and is called the generalized Saalschutz identity (for t = 1, 
this identity reduces to the well-known one-see, for exam­
ple, Bailey9). The generalized Saalschiitz identity is a gen­
eral polynomial relation for arbitrary variables x, y, z and 
may be expressed as 

t 

X II (x + y + z + t - k - s + l)p,Fk,,., (x,y,z) 
s= I 

= Fk,K(X, -x - y - t+ k, -x -z- t+ k). (4.20) 

Relation (4.20) is derived from the generalized Saalschiitz 
identity proved in Ref. 8 [see Eq. (5.4)] by making the fol­
lowing identification of notation: 

t 

Fk,A (x,y,z) = II (x + t - k - s + l)k 
s= I 

X (2YI ( - y, - z;x + t - k) 111.). (4.21 ) 

Using the identity 

h(II.Jlvp) = Ig(PJlK)g(II.VK) (4.22) 
K 

and relation (4.20), it is now straightforward to transform 
the rhs of Eq. (4.2) to that in Eq. (4.19a) [choose 
k = q - t + 1, x = a21> Y = a22, z = a23 in the identity 
( 4.20), hence x + y + z = 1:11 + 1:12 + 1:13 - 3t + 3]. 

Remark: The term wise symmetry of Y ~ in the original 
form (4.2) under all row permutations of A has been "de­
stroyed" by the transformation (4.20). This row symmetry 
for Y ~ in the form (4.19a) is now expressed by the equality 
of (4.19a) to the two similar forms obtained by applying 
(4.20) to each of rows 1 and 3 of A, that is, by using the 
alternative choices (x,y,z) = (al\>a\2,a\3) or (a31'32,a33 ) in 
effecting the transformation (4.20) in Eq. (4.2). 

v. EXPRESSIONS FOR ~~ IN TERMS OF 
HYPERGEOMETRIC COEFFICIENTS 

Relation (4.21) may be used to express Y ~, as given by 
Eqs. (4.2) and (4.19a), in terms of the generalized hyper­
geometric coefficients defined by (see Refs. 8, to, and 11) 

(2Y I(a,b;c) III. ) 

t (a-s+l) ... (b-s+l) ... 
= M - I (II.) II ' , 

s = I (c - s + 1) A, 

t (a-s+l)A(b-s+l)A 
= Dim II. II ' " 

s = I (t - S + 1) A, (c - s + 1) ... , 
(5.1) 

t 

CYo(a) III.) = M-I(II.) II (a - s + 1) ... , 
s= I 

t (a-s+l) ... 
= Dim II. II ' . 

s = I (t - S + 1) A, 
(5.2) 
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Here a, b, c may be arbitrary complex parameters (c =I t - 1, 
t - 2, ... ). Since it is the coefficients (5.1) and (5.2) that 
occur directly in the definitions of the generalized Gauss 
hypergeometric functions given in Refs. 8 and 11, it is useful 
to formulate the polynomials Y ~ directly in terms of these 
coefficients. This will allow us to formulate the transposi­
tional symmetry of Y ~ as a property of the hypergeometric 
coefficients. 

Using relation (4.21) in Eq. (4.2), we obtain the follow­
ing expression for the polynomial Y ~: 

Y'(A)=IT (q-s+1)! 
q s=1 (s-1)! 

3 t 

X II II (- ail - s + 1) q - , + 1 
;= 1 s= I 

X I h(ApVp) (.Yo(K -/)lp) 
A/-,VP 

X (2YI( - a 12, - a 13;a ll -I) IA) 

X (2YI ( - a22, - a23;a21 - I) Ip) 

X (2Y I ( - a32, - a33;a31 -1) Iv), 

where we have defined 

(5.3a) 

1= q - 2t + 1, K = magic square parameter of A. 
(5.3b) 

The generalized Saalschiitz identity proved in Ref. 8 is 

Ig(pUK) (IYO(C - a - b)lp)(2YI(a,b;c)lu) 
pu 

= (2Y I(c-a,c-b;c)IK). (5.4) 

Using relation (5.4) for 

(a,b,c) = ( - a,2' - ai3 ,ail -I), (5.5) 

i = 1,2, or 3 with U = A, p, or v, respectively, and relation 
(4.22) for the appropriate permutation of (A,p, v) 
[h (ApVp) is symmetric in the partitions A, p, v, p], we can 
transform Eq. (5.3a) to anyone of three possible new forms. 
We choose the case i = 1, set h(ApVp) 

I 

= }:.Kg(PPK)g(VAK), effect the transformation (5.5) with 
U = p, rename dummy summation partitions by replacing v 
by p,Kby v, and useg(pAv) = g(pvA); we thus bring Y~ of 
Eq. (5.3a) to the following form: 

Yt(A)=IT (q-s+1)! 
q s=1 (s-l)! 

3 t 

X II II ( - ail - s + 1) q - , + I 
;= 1 s= 1 

X I (2Y I ( - a 12, - al3;a ll -I) I) I g(pvA) 
A ~ 

X (2Y I ( - a32, - a33;a31 - I) Ip) 

X (2Y I(a21 + a22 -1,a21 + a23 -1;a21 -I) Iv). 
(5.6) 

The next step in bringing Y ~ to a new form is motivated 
by transpositional symmetry. For this we define the new 
variables a, b, c, d, e by 

a = - a33, b = - a32, d = - a22, 

e = - a23, c = K - I. 
(5.7) 

We also define for each partition A = (A 1,}.,2'''',}.,') the func­
tionA A by 

AA (;,b,d,e) 

t 

= II (a + b + c - s + 1) A, (d + e + c - s + 1) A, 
s= I 

/-,V 

X(2YI(d+c,e+c;d+e+c)lv). (5.8) 

Combining definition (5.8) and Eq. (5.6) and carrying 
out some simplifying algebraic steps, we find the following 
expression for Y ~ in terms ofthe A A functions: 

Y~(A) = (-1),(q-,+\) [sII=' I (q-s+ I)!] IM-1(A) [IT (_1)A,( -all-s+ 1)q-,+I-A,( -a12 -s+ 1)A, 
(s-l)! A s=1 

The array A [see Eq. (1.6)] is expressed in terms of the 
variables a, b, c, d, e defined in Eqs. (5.7) by 

a\3 ) 
-e , 
-a 

a l2 
-d 
-b 

with 

1116 

all = - (c + I) - (a + b + d + e), 

a12 = (c + I) + (b + d), 

a 13 = (c + I) + (a + e), 

a21 = (c+l) + (d+e), 

a31 = (c + I) + (a + b), 
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(5.9b) 

(5.9c) 

( 5.9a) 

I 
where we recall that 1= q - 2t + 1. 

The summation in Eq. (5.9a) is over all partitions A 
such that 

(5.9d) 

It is the functions Ax, which are defined by Eq. (5.8) for 
arbitrary partition A, hence also for the conjugate partitions 
A, that occur in Eq. (5.9a). 

The following theorem is now obvious from the form of 
Y~ given by Eq. (5.9a). 

Theorem 5.1: A sufficient condition for transpositional 
symmetry of the polynomial Y~, that is, for 

[1~(A) = Y~cA), (5.lOa) 

is that the polynomials 

Louck, Biedenharn, and Lohe 1116 



                                                                                                                                    

(S.lOb) 

be invariant under the interchange of band e. 
Remark: We have not proved that the symmetry ofthe 

function A;. under the interchange of band e is necessary for 
transpositional symmetry of ~ ~. This result is not immedi­
ately evident fromEq. (S.9a). Let us note, however, that for, 
say d = 0, we can use the Saalschiitz identity (S.4) (for ap­
propriate parameter identification) in the definition (S.8) to 
obtain 

(
a,b,O,e) I t 

A;. c =M- (A) .VI(a+c-s+ 1);., 

X(b+c-s+ 1);. (e+c-s+ 1);., , , 
(S.lla) 

which is symmetric under all permutations of a, b, e, hence 
under the interchange of band e. It is also trivial to prove 

(
O,b,d,e) I t 

A;. c =M- (A).VI (b+c-s+ 1);., 

X(d+c-s+ 1);. (e+c-s+ 1);.. , , 
(S.l1b) 

These special results, and others, suggest the validity of the 
general symmetry of A;. under the interchange of band e, but 
this general result is very difficult and lengthy to prove and 
requires methods quite unlike those of the present paper. 
Because of this, the proof will be given separately (Ref. 7). 

VI. CONCLUDING REMARKS 

The construction of the denominator function 
D 2 (r ox) is a major step toward a complete algebraic deter­
mination of the matrix elements of all canonical unit tensor 
operators (WCO coefficients). Not only is the denominator 
function conceptually important-in the form of the map: 
tensor operators --+ invariant norm (denominator func­
tion )-which is itself equivalent to the canonical resolution 
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ofthe multiplicity, but the denominator function also enters 
both in the WOC coefficients themselves and in the con­
struction of Racah operators. In fact, all Racah coefficients 
on the boundary (maximal shifts) are simply square roots of 
fractions using the appropriate denominator functions. 

It is useful to note that the construction of the canonical 
multiplicity splitting in I achieved at the same time an explic­
it construction of exactly those Racah functions that effect 
the canonical splitting. It follows (using the pattern calculus 
for the elementary operators) that an explicit construction 
of the set of canonical unit tensor operators is now at hand. 
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Let B. be the Borel transform of J, I( 0) =1= O. By means of an integral equation similar to that 
proposed by 't Hooft [The Whys olSubnuclear Physics, edited by A. Zichichi (Plenum, New 
York, 1979)] an explicit representation ofthe Borel transform B2 of 1//as a series in 
convolution powers of B. and its derivative is given. It is proved that the singularities of B., B2 
on the circle of convergence coincide and have the same strength when approaching these 
singularities on a path inside their common analyticity domain, but possibly outside the circle 
of convergence of their power series representation (Borel circle). 

I. INTRODUCTION 

Borel summability has proved to be a powerful tool in 
singular perturbation problems of quantum mechanics. The 
method relies on the following well-known result. 

Theorem 1 (Watson-Nevanlinna-Sokal): Let CR 

= {zeC: Re 1/z> 1/R} and let/: CR -C obey the follow­
ing conditions. 

(i) We note that lis analytic in CR and continuous in 

CR· 
(ii) We note that/possesses an asymptotic expansion 

N-. 
I(z) = L anz" + RN(z), 

n=O 

with the remainder estimate 

IRN(z) I<Au NN!lzIN 

uniformly in CR. 
Then the Borel transform 

(1) 

(2) 

00 a 
B(t) = L _n t n (3) 

n=O n! 

converges (at least) in the circle {tEC: It 1< 1/u} and has 
an analytic continuation to the region S(u) = {t: 
dist(t,R+) < 1/u} satisfying the bound (for all R' <R) 

IB(t) I <const exp( It IIR ') (4) 

uniformly in every S(u'), with u' > u. 
Furthermore, I is given by the absolutely convergent 

integral 

I(z) = ~ 100 

exp( -; )B(t) dt, (5) 

valid for all ZE CR. For a proof see Refs. 1 and 2. 
Note that the singularity structure of B reveals a large 

amount of information about! We want to mention applica­
tions in quantum field theory and statistical mechanics. For 
a recent application to disordered systems see Sec. III. 

In some problems the function I can be written as 
I(z) = I. (z)112(Z), where both!. and}; obey the hypothesis 
of Nevanlinna's theorem. Among these problems we men­
tion the eigenvalue perturbation for Schrodinger operators 
(see Ref. 3), lattice field theories, and disordered systems 
(see Sec. III for a discussion of this point). It is an easy 
exercise in formal series manipulation [using the inequality 
~~,:J n! (N - n)! <N!] to show that, provided/(O) =1=0,1/1 

also obeys Nevalinna's theorem, i.e., 1//is Borel summable 
if I has this property. Another proof follows from the Ap­
pendix in Ref. 4. 

We first give a different proof based on the use of an 
integral equation; the study of this integral equation will be 
the main contribution of this paper. The first to propose an 
integral equation for the Borel transform of 1/1 was 
't Hooft,5 who used the Laplace transform instead of our 1/ 
z-multiplied version in (5). Consequently, 't Hooft's5 inte­
gral equation contains a 8-function inhomogeneity stem­
ming from the factthat/(z) = O(z) atthe origin and 1/1 has 
a pole at the origin. We find it convenient to modify the 
't Hooft integral equation as follows. 

II. MAIN RESULTS 

Suppose that 

(6) 

where B. is supposed to be known. We are searching for a 
function B2 obeying 

--=- e- t1zB2 (t) dt. 1 1 100 

I(z) z 0 
(7) 

Provided that (7) holds, 

1 = I(z) = Z-2 roo e - tIZB. (t) dt roo e - tIZB2(t) dt 
I(z) Jo Jo 

=z- 2 1°O e- tIZ(B.*B2) (t) dt, (8) 

where 

(B1*B2) (t) = f B.(t - t')B2(t') dt'. (9) 

To establish (8) we used the convolution theorem for La­
place transforms.6 

Now an integration by parts yields 

1 = -z-·e- tIZ(B.*B2) (t) 10' 

+ z-· 100 

e- tIZ(B.*B2)'(t) dt. (10) 

with the first term on the right-hand side 0 because (B. *B2) 
X (0) = o. Comparing Borel transforms on both sides we 
obtain 
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1 = !!....(B1*B2 ) (t) 
dt 

= B 1(0)B2(t) + f B; (t - t ')B2(t') dt' , (Il) 

which gives the desired integral equation for B2 : 

B
2
(t) = _1 ___ 1_ r B; (t - t')B

2
(t') dt' . 

B J (0) B, (0) Jo 
(12) 

Note that B) (0) =f(O) =1=0, so that (12) makes sense. 
Fortunately a formal solution of Eq. (12) can be given 

immediately. It is easy to check that 

1 1 
B2 (t) =-- - --2 (B,(t) -B)(O» 

BI(O) BI(O) 

+ _1-3 (BI(t) -BI(O»*B;(t) 
BI(O) 

- _1-4 (BI(t) - BI(O»)*B; (t)*B; (I) 
BI(O) 

+ .. , (13) 

solves (12). 
The following theorem shows that the series ( 13) is well 

defined. 
Theorem 2: Letf obey the hypothesis of Theorem 1 and 

suppose that j(0) =1=0. Then the series (13) converges in 
S(u) and represents an analytic function there. Moreover, 
there exists a R " > 0 such that 

IB2 (t) I <const exp( It IIR ") (14) 

uniformly in every S( 0'), with 0' > u. As a consequence the 
Laplace transform of B2 exists and represents a function ana­
lytic in CR ". 

Proof: It is well known 7 that B; also satisfies the bound 
(4). Now choose o'>u and teS(o'). From Nevanlinna's 
theorem it is clear that each term of the series represents an 
analytic function in S( 0'). The convolutions are performed 
by taking the integrations along the straight line joining 0 
and t. Thus we will estimate 

(15) 

We make three crucial observations. 
(i) We note that Bland B ; obey the exponential bound 

(4). 

(ii) On the contour of integration It; - t;+ II 
= It,I-lt;+ )1, so 

n n exp(R '-Iltl - t;+ II) = exp(R '-lit 1>, 
;=0 

where we have set to = t and tn + I = O. 

l i/l l",J LI/.-II Itl" 
(iii) dt l dt2 ·.. dt" = --. 

o 0 0 n! 

From (i)-(Hi) it follows easily that (15) is bounded by 
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const" exp(lt IIR ')It Inlnl. (16) 

Inserting ( 16) into ( 13) shows that the series converges uni­
formly in every compact subset of S( q) and gives an expo­
nential bound (14) uniformly in every S( u') (0' > q). The 
analyticity follows from Vitali's theorem. • 

We now have the following theorem. 
Theorem 3: The function B2 (t) given by (12) or ( 13) is 

the Borel transform of lIf, i.e., 

1 iCC ( t) 1 - exp - - B2 (t) dt=--. 
z 0 z fez) 

(17) 

Proof: The bound (14), combined with Lebesgue's 
dominated convergence theorem, shows that for ZEC R" the 
series ( 13) can be Laplace transformed term by term to yield 
the Laplace transform of B2• Thus we have to study the La­
place transform of the nth term of ( 13). Using the convolu­
tion theorem we obtain 

1 i oo 
- e-IIZ«BI (') - BI(O»)*B; *" '*B;)(t) dt 
z 0 

=(! i"" e-11zB1(t)dt-B)(0») 

x(iOO e-11zBI(t)dt)"-1 

=(f(z)-BI(OW. (18) 

The evaluation of the second set of parentheses was per­
formed by an integration by parts. Now recall that 
BI (0) = 00 and according to the asymptotic expansion (1) 
fez) - BI{O) isO(z) forz .... Oin CR" Thus we choose Izl-<l 
in order to have Ij(z) - BI(O)I < IBI(O) I. Then 

..!..ioo e- t1zB2 (t) dt 
z 0 

_ 1 f (f(z) - B)(O) )n _ 1 
- BI(O) ,,=0 BI(O) - j(z) , 

which was to be proved. • 
Remarks: (i) The domain of analyticity of Bl could be 

larger than that indicated by Theorem 1. Suppose B 1 is ana­
lytic inside a circle C(:I -I) in the t plane centered at the 
origin with radius :I -I >u- I and that it cannot be analytical­
ly continued to a circle with radius :I1- I > 1: -I . Our proof of 
Theorem 2 actually shows that B2 is also analytic in C (1: - I ) . 
A symmetry argument infand lIfshows thatB2 cannot be 
analytic in a circle C (1: 1- 1 ) with 1: 1- 1 > 1: - 1. The functions 
Bland B2 have the same set of singularities in their common 
circle of convergence. 

(ii) The series obtained by differentiating (13) term by 
term also converges uniformly on every compact subset of 
S(u) and so represents B i (t) there. We have 

B i (I) = - [lIB I (0)2]B i (1) 

+ [lIB I(0)3](Bj*Bj) (I) 

- [lIBI (0)4] (B; *B i *B i> (1) + ... . (19) 

The series (19) will help us to study the strength of the 
singularities of B2• Since convolution powers of a function 
are more regular than the function itself we can expect that 
the first term of series ( 19) gives us the leading singularity of 
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B ~. Under fairly general circumstances this picture is con­
firmed by the flowing theorem. Here we restrict ourselves to 
the study of the singularities lying on the circle of conver­
gence of the power series representation (3) of B2• 

Theorem 4: Let ~ be a singularity of B j lying on the 
circle of convergence of (3). Furthermore, suppose that for 
some C>O 

(20) 

Then 

B~(t) = -Bj (t)/BI(0)2+ O(BI(t») (21) 

along the ray joining 0 and ~. 
Prooj: For performing the proof we again have to esti­, 

mate the multiple convolutions constituting series (19). 
When taking absolute values we treat t,t l , ••• as positive real 
variables to simplify the notation, although they should cor­
rectly be denoted by 1 t I, d 1 t I, etc. (for detailed proofs see 
Ref. 8). 

First consider four points: O<t;<J;_1 <tj<tj _ 1 <t<~. 
(See Fig. 1.) If t;_1 - t; > t /2 then necessarily tj _ 1 
- tj<J /2. 

Thus we have the estimate 

IB j (tj _ I - tj )B j (t; _ I - t; ) 1 

<CI(IBj(tj_1 -tj)1 + IBj(t;_1 -t;)I), (22) 

where CI = sup {IB j (t) I: O<t<!(~ + E)} for some E>O. 
With these preliminaries we can estimate the convolu­

tion powers of B j , 

t
n
-;+ I i"-' 

; - .1 dt; IB j (t; _ I - t; ) 1 

(n - I + I)! 0 

n+ Ii' i"-2 ..... r+ Icn ~ dt ... dt. 
'" I ~ I ,-I 

i= \ 0 0 

t n
-;+ I i' 

i-I dt.IB'(t.)1 
(n - i + I)! 0 I I , 

The bound (23) makes series (19) absolutely convergent, 
which proves the theorem immediately. The term 
- B i (t)/BI (0)2 derives from the first term in (19) (with­
out convolution). • 

Remarks: In applications it is often interesting that the 
asymptotic estimate (21) is not only valid radially, but in an 
angular sector with vertex at t lying inside the domain of 
analyticity. The proof of Theorem 4 shows that (21) is true 
uniformly in a sector with the vertex at t, having an opening 
angle 21r - a, a> 0, if 

1120 

IIBj(t')1 dlt'I<CIB\(t)1 
c, 

(24) 

FIG. 1. The four points O<t,<t'_1 
<t}<t}_, <t<~ are shown. 
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(23) 

is true uniformly for any ray C, lying in this sector and end­
ing at t. This enables working "outside the Borel circle" (see 
Refs. 9-11 for an application). There is a large class of func­
tions B I satisfying (20). In the following lemma we take 
~= -1. 

Lemma 5: Suppose that (for a, /3>0) 

BI(t) = [F(t)/(1 + t)a]1ogP(1 + t), (25) 

with F analytic in a neighborhood of - 1. Then for t near 
- 1 and 1 arg t 1 < 1r - E, E> 0, B \ obeys 

Sc, IBj(t')1 dlt'I<CIB\(t)1 (26) 

uniformly for every ray C, from to to t, with to near t and 
larg(t - to) 1<1r - E. 

Proof: For t near - 1 we can write 

IB j (t)I<const(IIOgP(1 + t) I 
(1 + t)a 

+ f 1
10gY

( 1 + t) I ) . 
, y=IJ-I (1+t)a+1 

(27) 

The major contribution in (26) comes from the last term in 
(27). However (for tnear - 1), 
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i I
IOgP(1 + t') Id It'l 

c, (1 + t')a+ 1 

<: SUp IlogP(1 + t')1 i I I Id It'l ,',,;C, c, (1+t')a+l 

<:constllogP(l+t)li I I Idlt'l 
c, (l + t')a+ 1 

<:constlB I (t) I . 

A particular case of this lemma appears in Ref. 10. 

III. GENERAL REMARKS AND CONCLUSIONS 

• 

Following an idea of 't Hooft5 we study an integral 
equation for the Borel transform of 1/ J, I( 0) # O. Because 
(over the convolution theorem for the Laplace transform) 
the Borel transform of a product/-g can be computed easily 
we are able to control the singularity structure of the Borel 
transform for a quotient such as 1/ g, g( 0) # O. By similar 
methods the log function is studied in Ref. 8. 

Besides possible applications to the Borel summability 
in quantum mechanics, which we do examine here, we have 
in mind applications in some areas of mathematical physics 
which make use of the cluster expansion. For the simplest 
case of a lattice model with continuous spin distribution the 
cluster expansion (in the high temperature region) typically 
provides us with an expression of the form 1:G llieG<I>;. 
where the summation goes over some graphs. Again, <1>; is 
typically a quotient of the form I /g, where usually there is 
good information about the Borel transforms of land g, in­
cluding the singularity structure outside the Borel circle. We 
write the cluster expansion in the "Borel variable." The sin­
gularity structure in the Borel plane (mainly outside the 
Borel circle-see, for instance, Refs. 9-11 ) is responsible for 
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interesting physical properties of the system, such as instan­
tons, etc. The singularity structure in the Borel plane is also 
the object of interest in a modern branch of mathematics: the 
theory of resurgent functions with deep application to the 
theory of differential equations and other areas of interest 
(see Ref. 12). Applications to the physics of the program 
described above are given in Refs. 9-11. 

At present we are not able to treat more interesting 
problems such as the identification of the responsibility of 
instantons for Lifshitz tails in the case of the disordered sys­
tems with bounded single-site distribution. 
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In the context of the extension ofthe Hamilton-Jacobi theory to include Lagrangians involving 
higher derivatives the characteristic function seems not to have been considered. This omission 
is here rectified. 

I. INTRODUCTION 

A variational problem encountered frequently-in clas­
sical dynamics, for example I-is to extremize the functional 

V: = r' Z dr, (1.1) 

where the "Lagrangian" Z is a given function of N functions 
SA (r), their first derivatives tA (r), and r explicitly, 
A = 1,2, ... ,N.Inotherwords,ifRN+ 1 isan(N+ I)-dimen­
sional Euclidean representative space, with coordinates.xA , r 
(A = I, ... ,N), let P(ql , ... ,qN ,f), P'(q' 1, ••• ,q'N,f') be two ar­
bitrarily prescribed points which have r = f, 

xA=qA:=SA(t) and r=f', .xA=q'A:=SA(t'), respec­
tively. Then, exceptional circumstances apart, the set of 
curves joining P and P' will contain one particular curve I&' 
for which the value of V has an extremum; it is this curve 1&', 
the "extremal," which is to be found. It is well known that I&' 
must satisfy Euler's equations 

. aZ 
1TA = as A ' ( 1.2) 

where 

(1.3 ) 

is the "momentum" conjugate to SA. Further, by familiar 
methods one shows that Eqs. (1.2) are equivalent to the 
canonical equations 

t A=alI,1rA =_alI, (1.4) 
a1TA as A 

where the "Hamiltonian" 1I( 1T I , ••• ,1TN, S I ""'SN ,r) is 

( 1.5) 

expressed as a function of the SA , 1T B, and r. In turn one may 
make a canonical transformation so chosen that the trans­
formed Hamiltonian vanishes; then the problem of integrat­
ing (1.4) is trivial. The generator S(sl, ... ,sN,r) of such a 
transformation must satisfy2 the Hamilton-Jacobi equation 

n( aS
I 

, ••• , as ,S\ ... ,SN,r) + as =0. (1.6) 
as as

N ar 

Now, the condition 8V = 0 that V be an extremum 
leads to a specific path of integration I&' in ( 1.1), connect,ing 
assigned end points Pand P'. The corresponding value of Vis 
therefore a function V(qll, ... ,q'N,f',ql, ... ,qN,f) ofthe2N + 2 

coordinates of the end points, at each of which it satisfies a 
Hamilton-Jacobi equation: 

n- (av aV,1 'N') av 0 -I , ... ,--,q , ... ,q,f +-= , 
q' aq'N at' 

( 1.7a) 

1I( _ a~ , ... , _ av ,ql, ... ,~,t) _ av = o. 
aq aqN at 

(1.7b) 

To know V is to know the solution of the variational 
problem since 

av = _ pA (A = 1, ... ,N) 
aqA 

( 1.8) 

are the equations of 1&', P and P' being taken as the fixed 
initial and variable final point, respectively. Just for this rea­
son V goes under the name "characteristic function" of the 
problem or of the system to which the problem refers. (In 
dynamics V is Hamilton's principal function,2 in geometri­
cal optics it is the point characteristic, 3 and in general rela­
tivity theory it is the world function.4

) 

It is not mandatory that Z should contain no derivatives 
of SA higher than the first; therefore, let it now contain de­
rivatives up to order n. If lowercase subscripts denote the 
order of derivatives with respecttor, e.g., SA a: = dasA /d~, 
the Lagrangian is then Z( {SA a },r), A = I, ... ,N, a = O, ... ,n. 
Euler's equations are now5 

± ( - l)a( a: ) = 0, (A = 1, ... ,N) (1.9) 
a=O as a a 

[see, also, Eq. (2.5)]. While this generalization has been 
known for a long time, the generalization of the Hamiltonian 
theory, that is to say, of the canonical eql!ations (1.4), ca­
nonical transformations, and the Hamilton-Jacobi theory, is 
comparatively recent.6 The characteristic function, how­
ever, does not seem to have been considered in this context, 
an omission now to be rectified. Initially the argument pro­
ceeds within the confines ofthe special case N = 1. The even­
tual generalization to arbitrary values of N is almost trivial, 
but in the meantime one can make do with a less turgid 
notation. 

In essence, in Secs. II and III the relations (1.1)­
(1.7)-with N = 1- are generalized to Lagrangians that 
involve derivatives of s( r) of order> 1. In Sec. IV the char­
acteristic function is contemplated as the appropriate solu­
tion of the differential equations (3.3) satisfied by it. By way 
of example, the construction of Vis carried out explicitly for 
the case of the second-order Lagrangian 
Z = ~m(sI2 - m-2s/), with constant m and m, while Sec. 
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V B deals with certain aspects of the (n + 1)th-order La­
grangian Z = (s,,+ 1 )2. Certain general results obtained in 
this case are sufficient to give the explicit form of V when 
n = 1,2,3. General values of n are admitted in Sec. VI and 
finally, Sec. VII deals with the example of a Lagrangian con­
sidered by Constantelos6 which has N = 3, n = 2. 

II. VARIATION OF V, N=1 

To keep the work transparent the special case N = 1 will 
first be dealt with in detail. Thus 

V = f' Z (s" ,s" - 1 '''',So,T)dT , (2.1) 

with the integration extended along some curve ~ joining 
P( q,t) and P' (q',t '). In place of ~ contemplate a neighbor­
ing curve ~. joining neighboring points p. (q + ~q,t + &) 

and p'.(q' + ~q',t' + &'), with "neighboring" meaning 
that ~. is given by equations of the form 

.xA=SA(T) +~SA(T), (2.2) 

granted that ~SA: = E~A (T), where E is a sufficiently small 
positive number and ~A is an arbitrary, sufficiently often 
differentiable function of T. The distance between P and p. 
and that between p' and p'. both go to zero with E. 

When, in (2.1 ), the integration extends from p. to p'. 
along ~. and terms O(~) are rejected, the value of the 

A A 

integral will be V + ~v, where 

~V= i t
'+.5t' Z (s" + ~s", ... ,so + ~so,T)dT 

t+.5t 

-f' Z (s""",So,T)dt 

= f'atoza~SadT+LI&/-L&' (2.3) 

with Za: = aZ lasa and where L ',L are the values of the 
function Z(s", ... ,so,T) evaluated at P' and P, respectively. 
The integral S:' Z a ~Sa dT may be integrated by parts a 
times and (2.3) then becomes 

~V= atl Ct~ ( - l)b [Z ab ~Sa-b-I ]:' 

+ (_1)a Izaa ~SodT} 

+ f' Z~SodT+L' &' -L&. (2.4) 

When the end points are fixed, & I, ~t, and the integrated 
parts all vanish and one arrives at the familiar result that the 
extremal 'C must satisfy 

" L (_1) aZaa =a. (2.5) 
a=O 

Now take ~ to be 'C and concomitantly write Yin place of 
A 

V. Then according to (2.4), if ~qc:=~SC(t/), 

6qIC:=~SC(t/), 

~v=aLtl :t~ (-l)bZab 6qa-b_1 +L&}, (2.6) 

whereaG: = G' - G denotes the difference between the val-
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ues G I and G taken at the end pointsP I andP by any quantity 
G defined along 'C. Equation (2.6) may be given a more 
convenient form by defining the "momenta" 

,,-c-I 
tr:= L (_l)bZb+C+l b , (c = a,l, ... ,n - 1) . 

b=O 
(2.7) 

[It maybe noted that formally Eq. (2.5) of the extremal 
is 1T( -I) = a.] Equation (2.6) now reads as 

~V= aCt>c6qc +L&). 

Since 

6qc = ~qc - qc + 1 &, 

one has 

~V= aCt~pc~qc -K &), 
where K I and K are the terminal values of 

,,-I 

K: = L tr Sc+ 1 - Z(s"'''',So,T) . 
c=o 

III. THE EQUATIONS SATISFIED BY V(N=1) 

(2.8) 

(2.9) 

The right-hand side (rhs) of (2.9) is a function of the 
n + 1 functions Sb (b = a, ... ,n), the n momenta 
tr (c = a, ... ,n - 1), and T. There is thus no momentum 1T" 
conjugate to S" . However, S" is redundant in the sense that it 
may be eliminated in favor of 1T" - 1 in view of (2.7); choos­
ing c = n - 1 in this, one has 

1T"-1 =Z"(s""",So,T), (3.1) 

which may be resolved for S" in terms of 1T" - 1 , 

S" - 1 ,,,·,So,T. Eliminating S" from K in this way, it becomes 
• - 1 a functIOn Hof1T"- , ... ,tfJ,S"-I,.,,,So,T. From (2.8) one 

now reads off the relations 

IC av (3.2a) p =-, 
aq; 

av = -H' 
at' , (3.2b) 

c av (3.2c) p=--, 
aqc 

av =H 
at ' 

(3.2d) 

c = a,l, ... ,n - 1. 
The function V (q~ _I , ... ,q~,t ',q" _ 1 , ... ,qo,t ) evidently 

satisfies the two simultaneous equations 

(3.3a) 

H(-~, ... ,- av ,q"_,, ... ,qO,t)- av =a, 
aq" _, aqo at (3.3b) 

Remark: The variation of K may be simplified by means 
of the relation 

Z a = if' + ~ - , , (3.4) 

which follows trivially from (2.7). This leads to the relation 

H. A. Buchdahl 1123 



                                                                                                                                    

_ n-I. (aI) 
~H = L (Sa ~1f' - if' ~Sa) + - dT'. 

a=O aT' 
(3.5) 

The (Sa,1f') are therefore pairs of canonically conjugate 
variables. 

IV. THE CHARACTERISTIC FUNCTION AS SOLUTION 
(N=1) 

Each of Eqs. (3.3) has the form of a Hamilton-Jacobi 
equation. Let VI=S(q~_I, ... ,q~,t',an-I, ... ,ao) (an-I, 
... ,ao = const) be a complete integral of (3.3a). Then, by 
inspection, V 2 = - S(qn _ I , •.• ,qo,t,an - I , ••• ,ao) is a com­
plete integral of (3.3b) and 

(4.1 ) 

obviously satisfied both (3.3a) and (3.3b). Then the charac­
teristic function V is obtained from (4.1) by adjoining to it 
the n equations 

avt 
-=0 (k=O, ... ,n -1) 
aak 

(4.2) 

and eliminating the a k from vt by means of these. 
This prescription 7 reflects the group property of canoni­

cal transformations. For convenience, in this section only, 
write an - I , ... ,ao = :a, and analogously for any other set of n 
quantities, so that, for example, VI =S(q',t',a). VI is the 
generator of a canonical transformation which takes q,p into 
a,b, where bk = - as(q',t',a)laak

• Likewise, V 2 takes a,b 
into q',p', with bk = - as(q,t,a)laak

• The two alternative 
equations for bk imply exactly the relations (4.2). On the 
other hand, Eq. (2.8) (with H replacing K) shows that V is 
the generator of a canonical transformation which trans­
forms q,p directly into q',p'. It follows that the procedure 
described above, i.e., the elimination of the ak from vt by 
means of (4.2), results just in the characteristic function V. 

Before going on to general values of N some particular 
examples will now be considered. 

V. EXAMPLES (N= 1) 

A. n=2: L=lm(s12-w-2S22), m,w=const 

Here 

1I = - (cu2/2m)(1TI)2 + tfSI - !mSr , 
so that Eq. (3.3a) is explicitly 

oi (aV)2 , (av) ,2 av 0 -- - +ql - -!mql +-, = . 
2m aq; aq~ at 

(5.1 ) 

(5.2) 

Setting V = W(qi) + aq~ - (Jt', with constant a and (J, 
one infers easily that 

Vt=A -I rqjFdx+a(q'o -qo) -(J(t'-t) , (5.3) 
Jq , 

where A 2: = cu2/2m and 

F: = (- !mx2 + ax _(J)1/2. 

There are two Eqs. (4.2): 
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qj r xF- I dx + U(q'o - qo) = 0, 
Jq , 
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(5.4a) 

lqj F- I dx + U(t' - t) = O. 
q, 

(5.4b) 

The elimination of a and (J is facilitated by the introduction 
of the following abbreviations: 

u: = q'l, v: = ql' TJ: = a 2 - 2m(J, X: = q'o - qo, 

p: = mu - a, v: = mv - a, T: = cu(t' - t). (5.5) 

Thus, for example, 

2m[F(u) F = TJ - p2, 2m[F(v)]2 = TJ - V. (5.6) 

Combining (5.4a) and (5.4b) one finds at once that 

F(u) -F(v) =A(mx-acu-In. (5.7) 

Explicitly evaluating the integral in (5.4b) one has 

arcsin ( VTJ-1/2) - arcsin(PTJ- 1/2 ) = T, 

whence 

TJ = (p2 + V - 2pv cos ncsc2 T. (5.8) 

Then Eqs. (5.6) become 

(2m)1/2F(u) = (v - Jl cos ncsc T, 
(5.9) 

(2m) 1/2F(v) = (v cos T-Jl)csc T, 

where ambiguities of sign have been resolved by appealing to 
internal consistency. Equation (5.7) now becomes an equa­
tion for a that gives 

a = - m[(u + v)(1- cos n - cuX sin T]!/, 

where 

f = Tsin T - 2( 1 - cos n. 

(5.10) 

(5.11 ) 

Next, the result of an integration by parts of the integral in 
(5.3) maybe simplified by means of (5.4), giving 

V= (2mA)-I[pF(u) - vF(v)] - (a2/2mcu)T+ ax. 

Using (5.9) and removingJl and v, this becomes 

2mcu V = csc T { - /a2 - 2m [ (u + v) (1 - cos n 

- cuX sin T] a 

+ m 2 [2uv - (u2 + V 2)COS Tn. 
It remains to eliminate a by means of (5.10). Then, finally, 

V = (m/2cu)/-I{(sin T - Tcos n (q? + q12) 

+ 2(T - sin nq'lql 

+ 2cu(1- cos T)(q'l + ql)(q'o - qo)} 

(5.12) 

It may be noted in passing that the characteristic function 
which belongs to the Lagrangian I = ~S22 may be obtained 
from the rhs of (5.12) as follows: First, reverse its sign; sec­
ond, set m = cu2; and last, take the limit cu -+ O. It turns out 
that, with z: = t' - t, 

V = 2z- I (q? + q'lql + q/) - 6z- 2 (q'l + ql)(q'o - qo) 

(5.13) 

The equation of the extremal whose initial data are 
pl,pO,ql,qo is given by the pair av laqo = _ pO, 
av laql = - pI between which q; is to be eliminated. 
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B. Generalities concerning L = !(Sn+1 )2 

Even very simple Lagrangians that contain derivatives 
of order > 2 seem to present great difficulties when it comes 
to finding the characteristic function by standard methods. 
In special cases one may, however, follow a different route. 
In this context we shall here merely consider a particular 
class of Lagrangians, namely polynomial Lagrangians, ho­
mogeneous quadratic in 5 and its derivatives. This entails the 
linearity of Euler's equations. In turn this implies that ge­
nerically Vis a quadratic form in the terminal values q~ .qa of 
Sa (r) (a = O •...• n), granted that I is of order n + 1. Thus 

with A kj = A jk, C kj = C jk. The coefficients of this qua­
dratic form are functions of t ' and t. (Strictly speaking. they 
should all carry an additional index n + I, but this may be 
left understood here.) Substitution of (S.14) in (3.2b) and 
(3.2d) then leads to a set of coupled ordinary differential 
equations for them which may be solved recursively. 

The simplest Lagrangian of order n + I is 
I = !(sn+ 1)2 

and the corresponding Hamiltonian is 
I n-l 

1I = _(1T")2 + L tr sc+ I . 
2 c=O 

The Hamilton-Jacobi equations (3.3) are therefore 

I (aV)2 n-I, av av 
-2 -;-;- + ~ qc+1 ~+af7=0. 

ciqn c-O qc 

I (aV)2 n - I av av - - - L qc+1 ---=0. 
2 aqn c=O aqc at 

(S.IS) 

(S.16) 

(S.17a) 

(S.I7b) 

In (S.14) t' and t can only occur in the combination 
z: = t' - t [recall (S.3)] and from dimensional analysis one 
concludes that 

n ~(I 'k 'k I.k ) V =.L £..i -2 aJ q'j q' k + b J q'j qk + -2 c' qj qk 
J=Ok=O 
Xz- (2n-j-k+ I). (S.18 ) 

Substitution in Eqs. (S .17) gives the following relations gov­
erning the constant coefficients aik, b jk. c jk: 

anjank + aj,k-I +aj-I,k - (2n-j-k+ l)ajk=O, (S.19a) 
anjb nk + bj-I,k - (2n - j - k + I)b jk = 0, (S.19b) 
b njb nk - (2n-j-k+ l)cjk=O, (S.19c) 
bjnb kn - (2n - j - k + 1)ajk = 0 , (S.19d) 
bjncnk _ b kj - I - (2n - j - k + 1)b jk = 0 , (S.1ge) 

cnjcnk _ Cj,k-I _ Cj-I,k - (2n - j - k + 1)cjk = 0 . (S.19f) 

(Any coefficient with an index whose value < 0 is to be taken 
as zero.) Under the interchange of end points, qk~k' 
z _ - z, and V - - V. It thus follows from (S.18) that 

dk = (_l)i+ kd k , 

b jk = ( _ 1)i+ k b kj . 

(S.20a) 

(S.20b) 

As a consequence the three relations (S.19c), (S.1ge). and 
( S .19f) have become redundant, It is convenient to label the 

I 

remammg equations (S.19a), (S.19b), and (S.19d) 
Ijk, Jik, Kjk, respectively. 

I have not been able to find the general solution of these 
equations. Therefore, proceeding step by step, K 00 and 1 00 

jointly give bOn = janO • where j 2 = 1. Then K nO and K nn 

yield b nn = (n + 1)j and ann = (n + 1) 2 in turn. and now 
Inn gives an

•
n

-
I = - ~n(n + 1)2(n + 2). Continuing in 

this fashion. including only coefficients that havej. k>n - 2, 
I find that 

ann = (n + 1)2. an,n-I = - ~n(n + 1)2(n + 2). an,n-2 = f,(n - I)n(n + 1)2(n + 2)(n + 3) , 

an-I,n-I = !n2(n + 1)2(n + 2)2. an- I,n-2 = - !(n - l)n2(n + 1)2(n + 2)2(n + 3). 

an- 2,n-2 = ~(n _ 1)2 n2(n + 1)2(n + 2)2(n + 3)2. 

b nn =j(n + 1). bn,n-I =jn(n + l)(n + 2). b n,n-2 = !j(n -1)n(n + I)(n + 2)(n + 3). (S.21) 

b n - I,n - I = _ jn (n + 1)( n + 2)( n2 + 2n - 1) • 

b n- I,n-2 = _ !j(n - I)n(n + I)(n + 2)(n + 3)(n2 + 2n - 2). 

b n-2,n-2 = V(n - l)n(n + I)(n + 2)(n + 3)(n4 + 4n3 - 3n2 - 14n + 16) . 

Using only Eqs. (S.19), the actual value ofj cannot be found: 
The presence ofj merely reflects the invariance of these equa­
tions under the simultaneous sign reversal of all the IJik • 

From the relation bOn = janO already derived. one finds. us­
ing (S.20), that b nO = ( - 1)janO and cno = ( _ 1)nanO. 
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I 
Consequently, the terms of V governed by anO are 
anO (q' n + jq n )(q' 0 + ( - 1) jqol. However. just as t' and t 
must occur together in the combination t' - t. so can q' o.qo 
occur here only in the combination q' 0 - qo [cf. (S.3)]. It 
follows at once that 
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j=(-I)". (5.22) 

Equation (5.21) is now sufficiently complete to give Vexpli­
citly for n = 0,1, and 2. When n = 0, 

V,,=o = !(qo - qO)2 Z-I. 

When n = 1, (5.21) reproduces (5.13) exactly. When 
n=2, 

V,,=2 = ~(3q? - 2q'2q2 + 3q/)Z-1 

- I2( 3q' 2q' I + 2q' 2ql - 2q2q'l - 3q2q) )Z-2 

+ 6O(q'2 - q2)(q'0 - qO)Z-3 

+ 24( 4q,/ + 7q' )q) + 4q)2)Z-3 

- 36O(q') + q)(q'o - qO)Z-4 

+ 36O(q'0 - qO)2Z-S • (5.23) 

VI. GENERAL VALUES OF N 

It remains to extend the preceding work to general val­
ues of N. The Lagrangian is now a function of N functions 
SA 0(-1') (A = I, ... ,N); their derivatives of order a, SA a (1') 
(a = O, ... ,n); and l' explicitly. Therefore, in place of (2.1), 

t' 

A f - N N.. I to I. d (6 1) V = t L (s ", .. ·,s o, .. ·,s ", ... ,~ 0'1') 1'. . 

If LA a: = aL I as A a' one has the generalization 

8V= E' Ail ~to LA" 8sA" d1'+ L' 81' -L 8t. 
(6.2) 

Formally, (6.2) differs from (2.3) only through the appear­
ance of a second summation, namely, that over the addi­
tional index A. The generalization of the equations following 
(2.3) likewise involves no more than a second summation. 
The "momenta" are now 

n-a-l 
1TA

a:= L (_l) b L A "+b+lb. (6.3) 
b=O 

(If one formally assigns the value - 1 to a one has the equa­
tions 1T~ - I) = ° of the extremals.) Then 

8V = aCil :t~ PA" 8qA" - K 81) , (6.4) 
where 

(6.5) 

From (6.3) one has, in particular, the N relations 
- ". 2- A d'to B )-'-0 1TA

n
-

1 = LA . Provided det(a Lias n-I ~ n-I r , 
these may be solved for the S An and the SA" m!y thus be 
eliminated from (6.5) in favor of the 1T B n - •• K is now a 
function 1I of the 2nN + 1 variables 1TA "sAa,1' 
(A = 1, ... ,N, a = O, ... ,n - 1). [The (1TA asAa) are canoni­
cally conjugate pairs of variables; cf. the end of Sec. III.] 
From (6.4) one now reads off the equations 
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, a av (6.6a) 
PA =~' q a 

av +H'=O, (6.6b) 
at' 

a av 
PA = ---, 

aqA" 
(6.6c) 

av 
--H=O. (6.6d) 
at 

(6.6b) and (6.6d) are the two Hamilton-Jacobi equations 
which the characteristic function V( {q'Aa}, {qAa},f ',f) must 
satisfy (A = I, ... ,N,a = O, ... ,n - 1), granted that in H' and 
H the P' A a and P A" are replaced by the derivatives of V ac­
cording to (6.6a) and (6.6c). To find V, i.e., the characteris­
tic function, from (6.6b) and (6.6d), one proceeds essential­
ly as in Sec. IV. 

VII. EXAMPLE (N=3, n=2) 

To illustrate the preceding results we choose the La­
grangian 

L="!"m ± [(SA)2-W-2(SA2)2] (7.1) 
2 A=I 

considered by Constantelos.6 Regard SAO'SA» 1TA o,1TA I as 
. ° I the components of Euclidean three-vectors ~, ~, 1T , 1T , re-

spectively, together with the corresponding vectors q, q, po, 
p. and their primed counterparts. Then 

1I = - A. 211T112 + 1Too~ - !ml~12, (7.2) 

where 1I is the sum of three time-independent Hamiltonians, 
each of the form (5.1). It is not difficult to convince oneself 
that as a consequence the characteristic function Vassociat­
ed with the Lagrangian (7.1) can be read from (5.12): One 
only needs to replace in the factors multiplying the various 
functions of T each of the terms bilinear in q' 0' qo, q' I' q) by 
the corresponding scalar product. Thus 

V= (m/2m)j-I{(sin T- Tcos T)(lq'1 2 + Iq12) 

+ 2( T - sin nq'oq 
- 2a>( 1 - cos n (q' + q)o(q' - q) 

(7.3 ) 
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The breakdown of causality in homogeneous GOOel-type space-time manifolds is examined. An 
extension of Rebouc;as-Tiomno (RT) and Accioly-Gonc;alves studies is made. The existence 
of noncausal curves is also investigated under two different conditions on the energy­
momentum tensor. An integral representation ofthe infinitesimal generators of isometries is 
obtained, extending previous works on the RT geometry. 

I. INTRODUCTION 

Ever since the foundations of general relativity were 
laid, there have been investigations on the potentialities of 
this theory, particularly as concerns its consistency with 
Mach's principle, the solutions of its field equations, causal­
ity conditions, and the like. 

A number offamiliar space-times make it clear that gen­
eral relativity, as it is normally formulated, does not exclude 
the violation of causality in large scale, despite its local Lor­
entzian character. The Godel model I is perhaps the best 
known example of a cosmological solution of Einstein's field 
equations in which causality may be violated. 

The existence of closed timelike curves in all homoge­
neous Godel-type Riemannian manifolds was examined in a 
recent paper by Rebouc;as and Tiomno.2 They have shown 
that the causality main features of these space-times depend 
upon two independent parameters, m and O. For 
0..;m2 < 402 there exists only one noncausal region whereas 
for m2 < 0 there are an infinite number of alternating causal 
and noncausal regions. They have also found that for 
m2;;;.402 there is no closed timelike curve of the Godel type. 

Very recently the homogeneous Godel-type space-times 
have been discussed in the framework of the higher deriva­
tive gravity (HDG) theory by Accioly and Gonc;alves.3 Re­
garding the m 2 = 402 metric, they have shown that it is also 
a solution of the HDG theory. Then, by using results from 
Ref. 2, they go as far as to state that they have "succeeded in 
finding completely causal solutions." 

However, not only Rebouc;as and Tiomno but also Ac­
cioly and Gonc;alves have restricted their study to the section 
t = z = const (cylindrical coordinates) of the GOOel-type 
space-time manifolds. In other words, they have only exam­
ined the breakdown of causality of the type that occurs in the 
GOOel universe, leaving open the question of whether or not 
there is a distinct type of violation of causality. 

In this paper we extend these investigations by examin­
ing the existence of all types of closed timelike curves in the 
homogeneous Godel-type Riemannian space-times. We also 
examine whether or not they are stably causal. Moreover, by 
using the Newman-Penrose4 null tetrad techniques we dis­
cuss the breakdown of causality in these space-times in con-

nection with two different algebraic Segre types of the ener­
gy-momentum tensor. There emerges from our results that 
among the new Rebouc;as-Tiomn02 (R T) solutions, the spe­
cial one with m2 = 402 is the unique globally causal GOOel­
type solution with an algebraic Segre characteristic 
[( 1,11) 1]. Nevertheless, it is not stably causal. We also find 
an integral representation of the infinitesimal generators of 
isometries for the special RT space-time, extending previous 
works on this subject matter. 2.5-9 

II. MAIN RESULTS AND DISCUSSIONS 

In dealing with the causal structure of space-time mani­
folds, the most general and powerful approach is undoubted­
ly the one based upon topological techniques. 10-13 As a mat­
ter of fact, several other distinct problems in general 
relativity also require these techniques to a greater or lesser 
extent. 11-13 However, most proofs employing the topological 
approach tend to be rather long and to have a somewhat 
technical character. 

In what follows we shall adopt instead a simpler proce-

dure, already used by Penrose, 14 Maitra,15 and Ozsvath and 
Schiickingl6 among others. We should perhaps state from 
the outset that our treatment does hold as long as the mani­
fold is homeomorphic to R4. This is not as strong a con­
straint as it might appear at first sight: the Kasner and the 
Godel space-times, the plane wave solutions, certain Weyl 
solutions, the open Friedmann models, the solutions repre­
senting collapsing spherical dust clouds as well as the Min­
kowski space-time, just to mention a few, all have the same 
underlying manifold R4. II 

It is known that all GOOel-type Riemannian manifolds 
homogeneous in space and time (hereafter called ST homo­
geneous) can be put into the form2 

d~= [dt+H(r)d¢]2-D 2 (r)d4?-dr-dz2, (2.1) 

where the functions H(r) and D(r) are given by 

(i) H = (20/,u2)[ 1 - cos (,ur) ], 

D = (1/,u)sin(w), 

when,u2 = - m2 = const > 0; 

(2.2) 
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(ii) H = nr, D = r, 
whenever m = 0; 

(2.3) 

(iii) H = (2nlm2)[cosh(mr) - 1], 

D = (llm)sinh(mr), 
(2.4 ) 

if m2 = const > O. In all cases n is a constant. 
The existence of closed timelike curves of the Godel 

type, i.e., the circles defined by t,z,r = const, depends on the 
behavior of the function 

(2.5) 

Indeed, if G ( r) becomes negative for a certain range of val­
ues of r (r l < r< r2, say), Godel's circles, t,z,r = const, are 
closed timelike curves. 

It is, therefore, not difficult to show that there are closed 
timelike curves in the above classes (i) and (ii). As for the 
third class (m 2 > 0) Rebou<;as and Tiomn02 have found that 
for m2 < 4n2 there is one noncausal region. They have also 
shown that for m2:;;.402 there is no violation of causality of 
the Godel type l (GodeI's circles). 

Since the presence of a single closed timelike curve is 
sufficient to ensure the breakdown of causality, the existence 
of noncausal curves, other than Godel's circles, in the RT 
class of homogeneous space-times m2:;;'402 remains to be 
examined. 

We shall now prove that there are no closed timelike 
curves in the m2:;;.402 space-time manifolds. To this end, we 
first introduce new coordinates t " x, and y defined by2 

tan[<p/2 + (m2/4n)(t' - 1)] = e - mr tan (<p/2) , 

emx = cosh(mr) + sinh(mr)cos <p, (2.6) 

myemx = sinh (mr)sin <p, 

and rewrite the line element for the hyperbolic family of 
space-times (2.1) and (2.4) in the form 

dr = (dt' + (2nlm)emx dy)2 - e2mx dy2 - dX2 - dzZ. 
(2.7) 

where - 00 < t ',x,y,z < + 00, rendering explicit that the 
manifold has been endowed with the R4 topology. Now fol­
lowing Maitra's reasoning, 15 suppose there is a closed time­
like curve in this family of space-times, represented by the 
parametric equations 

(2.8) 

Along the curve, each function xJl(A.) then either is a con­
stant or has one or more extrema. Therefore, in both cases 
there is a point P where xO(A.) satisfies 

xOlp = O. (2.9) 

Here the overdot denotes d IdA.. Now from (2.7) the vector 
field dxJl I dA. tangent to the curve is such that 

XIlxJllp = (4n21m2 _1)y2 _X2 -r. (2.10) 

For m2:;;.402 this equation implies that 

(2.11 ) 

in contradiction with our initial hypothesis. Thus there are 
no closed timelike curves for the m2:;;.402 family of Rieman­
nian space-time manifolds. 

It should be stressed that although the above procedure 
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has been applied to a special class of space-times, it does hold 
for all space-time manifolds homeomorphic to R4 , which can 
thus be covered by a single coordinate patch. 

The existence of closed timelike curves in a given space­
time is by far the most unequivocal manifestation of its caus­
al anomalies. Nevertheless, there are space-times that have 
no closed timelike curves, and yet an arbitrarily small per­
turbation of their metrics would produce causality viola­
tion-they are "on the verge" of displaying breakdown of 
causality. These space-times are said to violate stable causal­
ity. 10,11,13 From the general relativity point of view, a stably 
causal space-time is generally agreed to have a satisfactory 
causal behavior. 

We shall now prove that the m2 > 402 family of Godel­
type Riemannian space-times is stably causal. Indeed, for 
the function! = t', from Eq. (2.7) one has 

It''1.J.v = 1 - 4n21m2
• (2.12) 

implying that the gradient f.Jl is strictly timelike provided 
m2 > 402

• In this case, therefore, ! is a global time 
function. The existence of such a function is a remarkable 
feature of the m2 > 402 class of space-times. It implies that 
all space-time manifolds of this family are stably causal. 17 

Particularly, they have neither timelike nor null closed 
curves. 

From the above procedure, the m 2 = 4n2 space-time is 
not stably causal. Actually this was already expected, since 
for the m2 < 4n2 class there exists violation of causality. 

Before proceeding to the discussion of the connection 
between breakdown of causality and the types of the Ricci 
spinor, let us state the problem and fix our notation. The 
algebraic classification of the symmetric second-order Ricci 
tensor (or spinor) in general relativity is an eigenvalue prob­
lem with an underlying four-dimensional space-time en­
dowed with a metric of signature - 2. This problem gives 
rise to the Segre types, which can be specified in terms ofthe 
Segre characteristics. It turns out that only the types [1, 
111 ] and [2,11] and their specializations are consistent with 
both the dominant energy condition and the local Lorent­
zian character of general relativity. In referring to the Segre 
types we use a notation where the individual digits inside 
square brackets are related to the multiplicity of the corre­
sponding eigenvalue, equal eigenvalues are enclosed in par­
entheses, and the first digit corresponds with a timelike or 
null eigenvector and is separated from the spacelike ones by 
a comma. 

The necessary condition for the Ricci spinor <PAD to be of 
Segre type [1, (111)] or Segre type [(1,11)1] is that the 
Plebaiiski spinor vanishes identically,I8 viz., 

X - IA. EFA. .. -0 
ABCD - ~'I'(AB 'I'CD)EF= • (2.13 ) 

However, for the Godel-type metric (2.1) one has <POi = O. 
Thus Eq. (2.13) implies 

<POi = <Pli = i(H'ID)' = O. (2.14) 

where a prime means a derivative with respect to r. 
Now for <PAD to be of type [1,(111)] and [(1,11)1] one 

has to demand, respectively, thae9 

(2.15 ) 
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and 

(2.16) 

A rather lengthy but straightforward calculation,20 checked 
by using the set of algebraic computer programs CLASSI,21 
gives the values of ¢lAB' which together with Eqs. (2.15) and 
(2.16) furnish, respectively, 

(2.17) 

and 

(2.18 ) 

where m 2 = D " / D and 20 = H' / D. 
Equation (2.17) defines nothing but the Godel model, 

which is known to violate the causality principle. We have, 
therefore, shown that all Gooel-type Riemannian space­
time manifolds of algebraic perfect fluid Segre type have 
closed timelike curves. Similarly, Eq. (2.18) characterizes 
the Rebou~as-Tiomn02 metric and therefore, bearing in 
mind the above results, we conclude that all Godel-type Rie­
mannian space-time manifolds ofSegre type [( 1,11) 1] have 
no closed timelike curves. Furthermore, they are not stably 
causal. 

In Euclidean geometry the metric relations are unaffect­
ed by translations and rotations. Real gravitational fields do 
not usually have such a high degree of symmetry. Neverthe­
less, they often admit some continuous group of transform a­
tions preserving their structure. A conformal motion, for ex­
ample, preserves the metric up to a factor whereas a motion 
(or isometry) preserves the metric itself. The group of iso­
metries of a space-time manifold is, undoubtedly, the most 
important group of symmetries as far as metric theories are 
concerned. 

In the remainder of this paper we shall be concerned 
with the isometric transformations of the RT space-time, 
whose line element can be brought into the form 

ds'l = cosh2(r)dr - dr - sinh2(r)d¢l2 - d:i2 (2.19) 

by a trivial coordinate transformation. For the sake of sim­
plicity we have set c = 0 = 1. It has been shown by Teixeira 
et al.5 that besides the trivial Killing vector fields at' a"" and 
az ' the metric (2.19) admits four additional Killing vector 
fields, which can be written in a collective notation as22 

K(E,O) = sin(¢l + Et + 0) [coth(r)a", + E tanh(r)a, ] 

- cos(¢l + Et + O)ar • (2.20) 

where E = ± 1 and 0 = 0 or 1T/2. 
Even when the set of infinitesimal generators of isome­

tries of a certain space-time is known, finding an explicit 
finite transformation mapping the manifold onto itself can, 
in many cases, be a rather difficult task to perform. Never­
theless, we did succeed in obtaining the integral representa­
tion for the Killing vector fields (2.20) of RT space-time. 
They are collectively given by 
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t= t' - Ecot- 1[coth(a)coth(r')csc(¢l' + Et' + 0) 

+ cot(¢l' + Et' + 0)], 

cosh(2r) = cosh(2r')cosh(2a) (2.21) 

+ sinh(2r')sinh(2a)cos(¢l' + Et' + 0), 

cot(¢l + Et + 0) 

= cot(¢l' + Et' + O)cosh(2a) 

+ sinh(2a)coth(2r')csc(l/J' + Et' + 0), 

where a is an arbitrary real constant. The last two equations 
make it clear what kind of transformation is involved: a 
translation by a distance a in a hyperbolic plane orthogonal 
to the z axis, in a direction which makes an angle EOt + 0 
with the ¢l = 0 axis. The first equation (2.21) gives the time 
transformation necessary to fix each isometry. 
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Examples of grand canonical continuum models are given in Rd, or a suitable subset ofRd, for 
which no multiple phases exist. 

I. INTRODUCTION AND MAIN RESULT 

The majority of results on classical continuum models 
of statistical mechanics establish, in some way, uniqueness of 
phase and/or decay of correlations in the high temperature 
or low activity regions of the (grand canonical) thermody­
namic parameters. In constrast to the theory of phase transi­
tions for lattice models, few inroads have been made into the 
description of multiple phase regions for continuum models. 
Positive results on the existence of multiple phases in some 
continuum models, however, can be found in Bricmont, 
Kuroda, and Lebowitz,1 Israel2 (see his Appendix B), and 
the references contained in those works. 

In this paper we give examples of continuum models in 
Rd, or a suitable Borel subset R of Rd, for which no multiple 
phases, and hence no phase transitions, exist. The examples, 
given in Sec. II, are constructed from the hypotheses of 
Theorem 1, stated below, which generalizes a result of one of 
the authors in Ref. 3. The proof of Theorem 1 is given in Sec. 
III and is based on the method of Dobrushin.4 

We consider finite range, superstable, many body inter­
actions Vof the form 

Ixl 
Vex) = L L CflN(Y)' (Ll) 

N= 1 yCx 

lyl=N 

where x is a finite configuration of cardinality Ix I, and 
infN,y CflN(Y) > - 00. Define V(<p) = ° for the empty config­
uration <p. We do not necessarily assume translation invar­
iance for V. 

For configurations xCA and snAc, denote by V(xls), 
as in Refs. 3, 5, and 6, the energy of x assuming the external 
configuration snAc. The finite volume conditional Gibbs 
measure for volume A, external configuration snAc, fu­
gacity z, and inverse temperature {3 is given by 

itA (dxls) = {exp[ - (3V(xls) l/ZA (s,{3,z)}vA (dx), 
( 1.2) 

where 

00 zn 
VA (dx) = L _dnx 

n=O n! 
is an unnormalized Poisson measure in A and ZA (s,/3,z) 
makes itA (dxls) a probability measure. A Gibbs state is a 
probability measure on the set of all configurations in R 
whose conditional probabilities are determined by (1.2). 
For details, see Refs. 5 and 7-9. 

We can now state the main result. 

Theorem 1: Let the interaction V satisfy the restrictions 
given for Eq. (1.1). Suppose there exists an increasing se­
quence of bounded Borel sets {Ak} whose union is R ~ Rd 
such that 

(1) CflN (y) = 0, for any N;;.2 and Y = (YI""'YN) 

such thatynAk =f.<p=f.ynA~+ 1 for some k; 

(2) ~ [s~p ZA
k 
(s,{3,z) ] -I diverges, 

whereA k = Ak/ Ak _ l • 

Then the Gibbs state for V,{3,z is unique. 
Remark 1.1: Existence of the Gibbs state under the hy­

potheses of Theorem 1 can be established via the methods of 
Refs. 7 and 9. 

For the examples of the next section, we will assume that 
the interaction given by (1.1) satisifies one of the following 
two conditions. 

Condition A: CflN(Y) ;;'0, for all Nand ally = (Y~'''''YN)' 
For Condition B, let 

.1. {oo, ifmaxllYi - yjll < ro, 
'l'N(YI""'YN) = ij 

0, otherwise, 

where 11'11 denotes a Euclidean norm on Rd, ro is less than the 
range r of the interaction V, and N is an integer greater 
than 1. 

Condition B: There exists an integer N;;.2 and an inter­
action V' satisfying the restrictions given for Eq. (1.1) such 
that 

Vex) = V'(X) + L 1/lN(Y)' 
yCx 

IYI=N 

for any finite configuration x. 
Remark 1.2: If V satisfies Condition B with N = 2, then 

Vis a hard-core interaction in the usual sense. However, if V 
satisfies Condition B for large N, small ro, and V' has no 
hard-core restrictions, then the behavior of particles with 
interaction V should be almost the same as the behavior of 
particles with no hard-core restrictions (and with interac­
tion V '). Condition A or Condition B implies the following 
inequalities: 

V(x1, ... ,xn Is) > - Bn, (1.3) 

for some B > 0, all boundary configurations s, and all config­
urations (xl, ... ,xn ). If Ak CR has positive Lebesgue mea­
sure IAk I, then 
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V(xls) > - clAk I, ( 1.4) 

for some c > 0, all finite x CA k' and any boundary configura­

tionsnA k' 

II. EXAMPLES 

A. Wedge In ad 
In this example R is a wedge in Rd properly containing 

the cylinder 

{(xl, ... ,Xd)eRd: - 00 <XI < 00, ~ + .. , +x~.;;;c}, 
for some c> O. We assume R can be expressed as 

00 

R = U A k , 
k=1 

where, for k sufficiently large, Ak is contained in a right 
cylinder, centered at the origin, of length 2rk along the XI 

axis. For any c> 0, the cross-sectional area ak satisfies 

a k <cln k, (2.1) 

for all k sufficiently large, depending on c. Let V be transla­
tion invariant within R with range equal to r so that condi­
tion 1 of Theorem 1 is fulfilled. If Vsatisfies Condition A or 
Condition B, then, by (2.1) and Remark 1.2, 

S~PZAk(s,,8,z).;;; f exp[pcIAkl]vA.(dx) 

= exp[ (pc + z)IAk I] <k. 

Hence condition 2 of Theorem 1 is satisfied for all P and z 
and there is no phase transition. 

Remark 2.1: Chayes and Chayes consider wedges in Zd 
in Ref. 10. They prove the existence of a nontrivial low tem­
perature critical point for the Ising magnet and bond perco­
lation if the cross-sectional area of the wedge diverges loga­
rithmically with its width. Example A above is a 
complementary result and together with Ref. 10 suggests 
that a phase transition in the continuum wedge R will occur 
if a k does not satisfy (2.1) for all c > 0 and all large k. We 
note that theorems for a variety oflattice models, analogous 
to Theorem 1, can be shown to hold using the techniques of 
Sec. III. 

B. Hard rods in ad 
Here R = lRd and the interaction V satisfies Condition A 

and models a system of hard rods all of equal length 1 and 
parallel to the X axis. The cross-sectional diameter of the 
rods is not translation invariant and decreases with the dis­
tance of the rod to the X axis in such a way as to fulfill the 
conditions given below. 

Let Ak be the right circular cylinder of length 2k, cen­
tered at the origin ofRd and symmetric about the X axis, with 
cross-sectional area ak = InOn k) for k sufficiently large. 

We assume that V satisfies condition 1 of Theorem 1 
(i.e., a rod whose center lies in Ak cannot "feel" a rod whose 
center lies in A k + I ). It is easily verified that 

= Iexp[ -z(kak - (k-l)ak _d] 
k 
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diverges for all P and z. Since 

sup ZA
k 
(s,,8,z) = ZA

k 
(rfJ,,8,z) 

s 

condition 2 of Theorem 1 is satisfied and there is no phase 
transition. 

c. Increasing external force 

Let R = lRd and let 
Ixl 
I I flJN(Y) 

N=2 yCx 

lyl=N 

satisfy Condition A or Condition B, the restrictions for Eq. 
( 1.1), and assume each fIJ N ( • ) is translation invariant. Let V 
be defined by 

Ixl 
Vex) = I I flJN(X), 

N=I yC" 

I"I=N 

where, for yeRd, 

<PI (y) > [(d - 1)/P ]lnllyll =~I (y), (2.2) 

for lIyll sufficiently large. Let Ak be the hypersphere of radi­
us r(k + 1), where r> Ois a constant. If the range of Vis less 
than or equal to r, then condition 1 of Theorem 1 is fulfilled. 
To see that condition 2 of Theorem 1 also holds, observe that 

s~p ZAk (S,,8,z).;;;f eXP[PB Ixl - P ;~I <PI (x;) ]VAk (dx) . 

Then from (2.2) and the definition of A k , 

sup ZA
k 
(s,/3,z) 

S 

OQ - z" .;;; 2: exp[(3Bn - pnfIJ( (rk) J -IAk In 
n=O n! 

= exp[zIAklexp(pB)exp( - (d -1)ln(rk»)], 

(2.3) 

for k sufficiently large. Since IAk I .;;;ck d - 1 for some constant 
c>O, 

sup ZA
k 

(s,(3,z) .;;;exp [zck d - I exp«(3B) (rk) - d + I J 
s 

= exp[cz exp«(3B)/rd- 1
] 

and ~k [sup" ZA
k 
(s,P,z) J -I clearly diverges. Thus if (2.2) 

holds, the Gibbs measure is unique for all z. If, for any (3, 

flJl(y»[(d-I)/PJ ln llYlI, 

for allilyll sufficiently large, then there is no phase transition. 
Remark 2.2: The external force <PI (.) satisfying (2.2) 

has the effect of lowering the critical temperature, for the 
translation invariant system described in this subsection, to a 
value smaller than 1/(3. 

D. Radla"y decreasing range of Interaction 

Let R = ad and let An be the hypersphere of volume 
n 

2: cak 
k=l 

centered at the origin ofRd, where c > O. Let V satisfyCondi­
tion A and condition 1 of Theorem 1. If 
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~ exp[ - zak] r ~ (xis) = J _ exp[ - PV(xUyls)] VXIA (dy). 
X(A,A) Zx (s,/3,z) 

diverges all of z > 0, then condition 2 of Theorem 1 holds and 
there is no phase transition. The case 

ak =1 (2.4) 

Definition 3.2: If Ii I and 1i2 are two probability measures 
with densities r l and r 2 with respect to the finite measure v, 
define 

was considered in Ref. 3. For application to the one-dimen­
sional case where (2.4) is natural see Refs. 3,4, and 6. 

III. PROOF OF THEOREM 1 

p(r l ,r2 ) = ~ f Irl (x) - r2 (x) Iv(dx) 

= 1- f min[rl (x),r2 (x)]v(dx). 
The proof of Theorem 1 uses the following notation and 

background information. 
Definition 3.1: Let X( A) denote the set of configura­

tions in the Borel set A C Rd. For an interaction V, bounded 
Borel set A C A with positive Lebesgue measure, and bound­
ary condition sn A, the finite volume Gibbs density r ~ (xis) 
is the density for lix (dxls), restricted to X(A), with respect 
to VA (dx). From (1.2), 

Note that p(rl ,r2 ) is the variation distance between iii 
and 1i2' 

An application of Dobrushin's lemma (see Ref. 4, 
Lemma I) assuming condition 1 of Theorem I shows 

p(r~: ( Is),r~:( It»).;;;ap(r~:+t( Is),r~:+t( It)), (3.1) 

for any configurations sn A~, tn A~, where n > k + 3 and 

I . fl . [exp[ - PV(xls)] a= -m mm 
',1 X(A,) ZA, (s,P,z) 

(3.2) 

For details see Refs. 3 and 4. 
Proof of Theorem 1: As in Refs. 3, 4, and 6, it suffices to show that 

lim supp(r~:'( Is),r~:'( It») = 0, 
n-CCl s,t 

(3.3) 

for any fixed ko sufficiently large. 
For any configuration x and A C R, let x A =x n A. In particular ¢> A, denotes the empty configuration in A k' For any three 

external configurations s,t,uEX(Ak) andyEX(Ak _ I ), 

mm , ;;;. = mf--------
, [exp[ -PV(¢>A,Uyls)] exp[ -PV(¢>A,UYIt)]] exp[ -PV(¢>A,Uylu)] , exp[ -PV(¢>A.Uyls)] 

ZA (s,P,z) ZA (t,P,z) Z ( a ) s ZA (s,/3,z) 
, , s~p A. S,fJ,z , (3.4) 

Integrating both sides of (3.4) gives 

1 ' [exp[ - PV(xls)] exp[ - PV(Xlt)]] (d) mm , VA X 
{.,6A,}UX(A,_t) ZA, (s,P,z) ZA, (t,/3,z) , 

--l ml'n [ exp[ -PV(¢>A,Uyls)] ,exp [ -PV(¢>A,Uylt)] ] 

X(A,_t) ZA, (s,P,z) ZA, (t,P,z) 

;;;. inf 1 r exp[ -PV(¢>A Uylu)]vA (dy) 
• ZA, (s,/3,z) JX(A'_t) , '-I 

__ l'nfl exp[ -PV(¢>A.Uyls)] --=-------=- v A,_ t (dy) . 
• X(A'_I) ZA, (s,/3,z) 

The right side of (3.5) may be rewritten as 

exp[ -PV(xlyUs)] exp[ -PV(¢>A,Uyls)] 

ZA, (yUs,p,z) ZA, (s,/3,z) 

which is bounded below by 

[s~p ZA,(S,/3,Z) ] - 1 • 

Hence 

VA'_t (dy) 

m mm , , fl ,[ exp[ - PV(xls)] exp[ - PV(xlt)] 
',1 X(A.) ZA, (s,/3,z) ZA, (t,/3,z) ]

VA (dx);;;' ___ 1 __ _ 
k sup ZA

k 
(s,/3,z) 

S 
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(3.5) 

(3.6) 
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Combining (3.1), (3.2), and (3.6) gives 

p(r~~( Is),r~~( 1t»)<(1:- hko)p(r~~+t( Is),r~~+t( It») , 
(3.7) 

for any s, t, and ko, where 

hk = (s~p ZA
k 
(s,,8,z) ) - I 

Applying (3.7) inductively shows 

supp(r~~( Is),r~~( It») 
s.t 

for m < n + 3. Equation (3.3) now follows from the fact that 

"" IT (1- hk ) =0, 
k=ko 

when 1:.;,= kohk diverges, which is condition 2 of Theorem 1. 
This completes the proof. 
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The ~eom.etric theory ?f presymplectic systems is developed to study both the Lagrangian and 
Hamtltoman formulatIons of a system described by a Lagrangian linear in the velocities. The 
results are used to study some related problems for second-order differential equations and 
regular Lagrangians. 

I. INTRODUCTION 

First-order differential equations arise frequently in the 
mathematical description of the deterministic time evolu­
tion of certain physical systems. In relation to classical me­
chanics the fundamental role is played by second-order dif­
ferential equations (hereafter shortened to SODE), 
although the Legendre transformation FL associated with a 
regular Lagrangian L allows us to describe the time evolu­
tion of such systems by means of Hamilton's equations, 
which are first-order systems. However, it is well-known 
that some important Lagrange equations, such as the relativ­
istic Dirac equation, are first-order systems. Another situa­
tion where one deals with first-order Lagrange equations, 
when considering a SODE, is obtained by a doubling of the 
dimensions of the configuration space with the introduction 
of new independent variables corresponding to the old veloc­
ities; i.e., the old velocity space becomes the configuration 
space, and the integral curves of the SODE vector field are 
determined by a set of first-order differential equations. 

In recent years much attention has been paid to the geo­
metrical approach to mechanics. So the Lagrangian and the 
Hamiltonian formulations of mechanics are considered, at 
least when L is regular, as being particular cases of a more 
general structure: the Hamiltonian dynamical systems. The 
dynamics is then given by a vector field r L (resp. r H) de­
fined by i(rL)WL = dEL [resp. i(rH)wo=dH). But the 
point we want to stress now is that, if L is regular or, in other 
words, if w L is symplectic, then the (uniquely defined) solu­
tion r L is a SODE; consequently, the projection on the con­
figuration space Q of the integral curves of r L E&P ( TQ) 
gives a set of curves on which the Euler-Lagrange equations 
hold. On the contrary, if L is singular, then the previous 
assertion is not true, and the Euler-Lagrange equations de­
fined by L may play no dynamical role but will appear as 
associated with SODE conditions. 

First-order differential equations very often arise not 
only in various branches of theoretical physics, but in other 
fields such as biology dynamics. The knowledge of the exis­
tence of a variational formulation may be useful in the sim­
plification of some of these problems, and it is now well­
known that a Lagrangian giving rise to such a system of 
first-order differential equations is linear in the velocities. 
The singular character of such Lagrangians is referred to 
explicitly in some recent books of classical mechanics (see, 
for example, Sudarshan and Mukunda1

). Nevertheless, the 
studies of these Lagrangians2 are usually done without using 
the tools of modern differential geometry. 3 

We aim in this paper to apply the tools of the geometry 
of pre symplectic systems to deal with the Lagrangians linear 
in velocities. So in Sec. II we develop the geometric approach 
for a system described by a Lagrangian L = {t + h, with 
f.iEA I (Q), hEC" (Q), and study the different possibilities 
according to the rank of df.i and the relation betweenf.i and h. 
In this approach we will make use of the difference between 
dynamical and SODE constraints, and these methods are 
applied to some examples. In Sec. III we establish the rela­
tion of the Lagrangian to the Hamiltonian formalism. The 
explicit relations between the constraint functions arising in 
both formulations are given using the K operator introduced 
by BatHe et al.,4 the geometric version of which was recently 
discussed. 5 The theory so developed is not only an academic 
subject, but the results obtained for Lagrangians linear in the 
velocities will be used in Sec. IV, where the inverse problem 
is reviewed from a new perspective. We deal in a more geo­
metric way with an approach developed by several authors, 
where second-order systems are studied through first-order 
systems obtained by doubling the number of degrees of free­
dom as dynamical systems defined in T( TQ). The existence 
of a Lagrangian LECoo [T( TQ») is always asserted, and an 
answer to the inverse problem for a SODE is obtained with 
this new optics. When studying the case in which it is defined 
by a Lagrangian LECoo (TQ), the well-known Helmholtz 
conditions are recovered in the geometric version of Cram­
pin.6 Finally, in Sec. V, we give a new application of the 
theory. We prove, given the Hamiltonian dynamical system 
( TQ,w L ,dEL) defined by a regular Lagrangian, that this 
system's infinitesimal symmetries, not given by complete 
lifts of vector fields in the base and, consequently, not seen as 
gauge symmetries of L (recently characterized by Marmo 
and Mukunda7

), are such that their complete lifts are gauge 
symmetries for L and so are more easily exhibited in this 
approach. As a simple example, the two-dimensional iso­
tropic harmonic oscillator is given. 

II. DYNAMICS: THE CONSTRAINT ALGORITHM 

We consider a Lagrangian dynamical system with an n­
dimensional configuration manifold Q, and whose Lagran­
gian function LECoo (TQ) is assumed to take the form 

(2.1 ) 

where h is the pullback through the tangent projection T Q: 

TQ .... Q of a function hECOO (Q), and {teC"" (TQ) denotes a 
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function linear on the fibers associated with the one-form 
f,leA 1 ( Q), defined by 

fJ,(q,v) = (f,lq,v). 

In local coordinates {qi,V'} (i = l, ... ,n) adapted to the bun­
dle, the Lagrangian takes the form 

L = mj(q)vj + h(q) (2.2) 

when the one-form f,leA 1 (Q) is given by f,l = mj (q)dqj, so 
that (2.1) represents a Lagrangian linear in the velocities 
and, therefore, singular. The coefficients mj are often writ­
ten in the form2 mj = mji (q)qi, the functions mji being in 
most cases independent of q. 

The dynamics associated with a Lagrangian 
Lee"" (TQ) is given, in the geometric approach, by the vec­
tor fields XeflC' (TQ), solutions of the equation3 

i(X)mL -dEL =0, (2.3) 

where EL = fl.(L) - L is the energy function and 
m L = - d (dLoS) is the presymplectic form associated with 
the Lagrangian. Here fl. denotes the Liouville vector field 
and S is the vertical endomorphism.8 

The expression of m L in local coordinates is 

a2L . . a2L . . 
mL =-.-. dq'l\dq'+-.-. dq'1\ dv' , (2.4a) 

av' aq' av' av' 

and the matrix representation is given by 

(2.4b) 

where 

a2L a2L 
A .. =-----

IJ aqi av j avi aqj , 
(2.5a) 

a2L 
W .. =--. 

IJ avi av j (2.5b) 

When m L is symplectic, it follows that there is a unique 
solution r LeflC'(TQ) of Eq. (2.3) that is a second-order 
differential equation (SODE) vector field, i.e., verifying8 

S( r L ) = fl., but for singular Lagrangians this is not the case, 
and Eq. (2.3) is not equivalent to the Euler-Lagrange equa­
tions unless this SODE condition S(X) = fl. is additionally 
imposed. Two other properties of singular dynamical sys­
tems should be noted. 

(i) Nonexistence 0/ a global dynamics: The dynamics is 
restricted to a submanifold M of TQ where Eq. (2.3) can be 
consistently solved. The submanifold Mis determined by the 
so-called dynamical constraint functions obtained through a 
geometric algorithm.9 When the SODE conditions are also 
imposed some additional constraints appear, determining a 
smaller submanifold N.IO,II 

(ii) Ambiguity o/the dynamics: The solution of (2.3) on 
M or N is not unique, the ambiguity of the solution being 
given by ker mL n TM and V(ker mL) n TN on M and N, 
respectively, where ker mL is the characteristic distribution 
of the Lagrangian two-form m Land V( ker m L) denotes its 
vertical part. 

For !he singular ~~rangiaI!-J2.l) we find that 
E L = - hand m L = - fIii, where df,l denotes the pullback 
to TQ of the two-form df,l defined in the base space 
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df,leA 2 
( Q). The Hessian matrix W is null in all the points of 

TQ and thus the distribution ker m L contains at least all the 
vertical fields [sections of V( TQ)] and verifies the property 

dimkermL <2dim[V(kermd], 

which is a dimensional restriction characterizing the La­
grangians of type III. 12 

A. The constraint algorithm 

The first step in the constraint algorithm is to consider 
the submanifold MI of TQ determined by the constraints 

<dEL,ker mL) = 0, (2.6) 

in which Eq. (2.3) can be solved. 
We recall the general result <dEL, V(ker mL » =0, so 

that Eq. (2.6) reduces in our case to 

<dh,ker df,l) = 0, (2.7) 

which give restrictions on the base Q but not on the fibers. 
The systematic procedure for the search of constraint 

functions consists of (i) determination of the elements teRn 
such that wt = 0; (ii) choice of the elements t in the kernel 
of W such that <t '.At) = 0, V t ' eker W; and then (iii) the 
dynamical constraint functions are <t,a) = 0, with 

aL k a2L 
a·=--v ---, 

} aqj av j aqk 

for those t satisfying (ii). 
The t 's of (i) determine the elements 

·a t'-. eV(kermL ), 
av' 

and those of (ii) correspond to those which are the image 
under S of an element ofker mL' Finally, the aj are the com­
ponents of the semibasic one-form i(D)mL - dEL' with D 
being an arbitrary SODE. 

In the particular case we are studying, df,l is given in 
local coordinates by 

df,l = !Aij dqi 1\ dqj (i,j = l, ... ,n), 

with 

A .. = dmj _ ami. 
IJ aqi aqj 

The first step above is trivial, and the second amounts to 
looking for the null eigenvectors of the matrix A. If nO de­
notes its rank, and 

{Za = (t)a} (a = l, ... ,n - nO) 

is a basis ofker A, then Eq. (2.7) turns out to be 

. ah ° r/Ja = (z')a -. = 0 (a = l, ... ,n - n ) . (2.8) 
aq' 

The general solution of (2.3) on MI is 

X= {1]i+l/.a(t)a}~+ p~, 
aq' av' 

(2.9) 

with 1]i being a particular solution of 

. ah 
A .. 'YI'=-, 

" Of aqi (2.10) 

and I/.a,p being arbitrary functions on TQ. 
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An interesting case occurs when (Q,dp) is a symplectic 
manifold (for which n must be even-dimensional) because 
then Aij is regular, ker lLIL = V(ker lLIL ), and there will be 
no dynamical constraints. In this case the solution is globally 
defined, 

x= i~+/i~ 71 a . !I.. •. , q' uu' 

and the 71 j 's are uniquely determined by 

i _ (A -I)ij ah 71-- -.' 
aqJ 

In the general case, secondary constraints may appear 
when the consistency conditions (the solution X has to be 
tangent to M I, determining M2 and so on) are taken into 
account. For the Lagrangian (2.1) some of the unknown 
functions AQ of the expression (2.9) are determined, but all 
the Ii's will remain arbitrary. In fact, all the constraints 
restrict only the basis Q and can be obtained by applying the 
constraint algorithm to the generalized Hamiltonian system 
(Q,dp, - dh). Denoting by Q ' the final constraint submani­
fold of this system and by F the set of consistent solutions of 
(2.3) on Q " the final constraint submanifold of the system 
(TQ,dfJ" - dh) turns out to be 

M=TQQ' = {veTQ ITQ(v)eQ'}, 

and every consistent solution X projects pointwise onto an 
element of F. 

B. The second-order condition 

The matrix form of the dynamical equation reduces in 
this case to 

[
Aij 0] [ai] = _ [ah /a

qi
] 

o 0 b j 0' 

where a j and b j are the components of the vector field X, 
i.e., 

X i a +bi a =a-. -.' 
aq' av' 

In order to find a solution of SODE type and, conse­
quently, to have a solution with ai = Vi, we must impose as 
additional constraints 

(t,aj ) = 0, V t e ker W, 

or, in local coordinates, 

. ah 
A.. =A .. vJ+-=O. 
'1', IJ aqi 

(2.11 ) 

(2.12) 

These constraints are considered as equations of motion in 
the traditional formulation. 1,2 In the geometric formulation 
the constraints (2.8) and (2.11) are both obtained from 13 

(Hro)lLIL - dEL,V(TQ)l) = 0, (2.13) 

with r 0 being an arbitrary SODE and 

V(TQ)l = {ZeTTQ IlLIL (Z,V) = 0, VVeV(TQ)}. 

In the submanifold NI determined by (2.11), the gen­
eral SODE solution is 

. a . a 
r=v'-. +/'-., 

aq' av' 
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with the Ii still being arbitrary functions. 
In the particular case of (Q,dp) being a symplectic 

manifold, only the primary constraints (2.12) appear, and 
the consistency condition will determine all the unknown 
functions/ i by 

Vi ~(Ajk vk + ah) + Ii Aji = 0, 
aq' aqJ 

(2.14 ) 

so that the restriction of the consistent solution r' = r OIN is 
unique. In fact, if Yo is the unique solution of 
j( Yo)dp + dh = 0, the submanifold NI = N is N = Yo( Q), 
where we consider Yo as a map Yo: Q-+ TQ, and the relation 
r OIN = Y~IN holds for the complete lift Y~ of Yo' The pull­
back of lLI L on N defines a symplectic structure (N,lLI N ) iso­
morphic to (Q,dp). 

In the more general case, only nO of the unknown func­
tions Ii are determined from (2.14), and the system will 
admit a family r of solutions depending of n - nO indeter­
minate functions, all of them tangent to MI' In this case, as 
secondary constraints may appear, the process must be con­
tinued by looking for the submanifold M 2, and so on. Once 
the final constraint submanifold has been found, the reduc­
tion process for obtaining a symplectic manifold must be 
carried out. 

c. Examples 

Farias 14 studies the first-order equations associated 
with the Lagrangian 

L = !(q2 + q3)VI _ !q lv2 + !(q4 _ ql)V3 _ !q3v4 

+ {_ q2q3 _ !(q3)2 _ !(q4)2}. (2.15) 

The matrix A is given by 

-1 0 
o 0 
o 0 
o 1 

and it is not singular. Thus, in this case, ker lLI L is precisely 
the four-dimensional distribution composed by all the verti­
cal vectors. 

According to what we have previously studied there are 
no dynamical constraints and, consequently, this system ad­
mits a global dynamics. This means that there exists a family 
of fields r that are solutions ofEq. (2.3) defined in all the 
tangent bundles TQ= T R.4 In coordinates, r takes the form 

r = (Vi + A i)~ + P(q,v)~, 
aq' av' 

where the A coefficients are to be determined by 

. . anh 
Aij(VJ+AJ)+-a' =0. 

q' 
For (2.15) we obtain 

A I = _ Vi + q3, A 2 = _ v2 _ q4, 

A 3 = _ v3 + q4, A 4 = _ v4 _ q2 , 

so that r is given by 
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3 a 4 a 4 a 2 a fie a 
r=q -a I -q -a 2 +q -a, 3 -q -a 2 + q,v)-a" 

q q q q d 
(2.16) 

The dynamics is globally defined, but it depends on the func­
tionsfi (q,v) that remain totally undeterminate. 

Let us suppose that we are interested in the SODE solu­
tions. Then the dynamics will be limited to the four-dimen­
sional submanifold NC TR4 defined by ifJi (q,v) = 0 
(i = 1, ... ,4), where 

ifJI = v2 + v3
, ifJ2 = Vi - q3, 

ifJ3 = v4 - Vi + q2 + q3, ifJ4 = v3 _ q4 . 

When imposing.Y r (ifJi) = 0 (i = 1, ... ,4), where r is now 
of the form 

·a . a 
r=v'-. +f'(q,v)-., 

aq' av' 

we will obtain for thep (q,v) functions the values 

fl = v3, f2 = - v\ f3 = v4
, f4 = - v2, 

for which finally we get 

r ' i a 3 a 4 a 4 a 2 a =V -+v --v -+v --v -. 
aqi av l av2 av3 av4 (2.17) 

This field represents the only dynamics described by a 
SODE field tangent to the submanifold N. 

Jakubiecls presents an example of finite-dimensional 
classical mechanics analogous to the Dirac equation. The 
Lagrangian under consideration is a function LeCOO (TC) 

given by 

L = (i12)(z*z - z*z) - z*z, (2.ISa) 

or, in real coordinates z = (1/~)(x + iy), 

L = !(yx - xy - x 2 
- y2). (2.1Sb) 

This is in the form L = fJ, + h, with ,ueA I (R2) and 
he COO (R2) given by ,u = !(y dx-x dy) and h = - !(x2 

+y2). 
The two-form d,u with matrix representation 

d,u = [~ ~ I] 
is obviously symplectic, and thus there exists a global solu­
tion r defined in all TQ= TR2. The SODE vector field solu­
tion of the Euler-Lagrange equations is given, in the sub­
manifold NC TR2 defined by N = (x,y,x = y,y = - x), by 

r' =x~ + y.§... -x~ - y.§... (2.19) 
ax ay ax ay' 

which corresponds to the complete lift X~N of the field 
Xe~(R2), X = y a lax - x a lay, defined in the base space 
and solution of i(X)d,u = dh. 

In the same way as the former system can be simplified 
to a Hamiltonian system (R2,dyl\dx,h), Dirac theory ad­
mits an analogous simplification. 

III. HAMILTONIAN FORMULATION 

Let us now study the relationship between the Lagran­
gian formulation in TQ and the Hamiltonian formulation in 
T*Q. In fact, the singular character of the Lagrangian (2.1) 
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manifests itself in that the associated Legendre map 
FL: TQ-- T*Q is not a local diffeomorphism. Moreover, in 
this case the momenta in the image are given as functions of 
only the base coordinates, 

Pj = mj(q) (j = 1, ... ,n) , (3.1) 

while the n primary constraints, 

(3.2) 

determine a submanifold PI = FL (TQ) of T*Q given by 
PI = ,u(Q). (Here,u is considered as a map,u: Q-- T*Q.) 
Every fiber Tq Q = 7' Q - I (q) is mapped onto a unique point 
,u(q)eT* q Q, and the Hamiltonian on PI is the function 
H = - h(q). The Poisson brackets of the primary con­
straints are given by 

{<I>j,<I>k} =Ajk (j,k= 1, ... ,n), (3.3) 

with the matrix A defined in (2.5a). If nO denotes its rank, 
n - nO first-class constraints can be found by linear combi­
nations of the <l>j. Specifically, if {Za, a = l, ... ,n - nO} is a 
basis ofker A, then 

(3.4) 

are the first-class primary constraints because 
{<I>a,<I>j}IP, = O. Applying the constraint algorithm to (PI' 
WI = j 1* (wo) ,dH), the same constraints as with 
(Q,d,u, - dh) are obtained because the map,u: Q--PI de­
fines an isomorphism of presymplectic systems, i.e., 
,u*(w l ) = d,u and,u*(H) = - h. 

When d,u is symplectic, the rank of the matrix Aij is 
maximum, and all the primary constraints in the Hamilto­
nian formulation are second class so that the submanifold 
(PI,W I) is symplectic and there are no secondary con­
straints. 

The Gotay theorylO,ll relating the n-ary Hamiltonian 
constraints with the (n - I)-ary (dynamical) Lagrangian 
constraints by FL pullback has recently been expanded by 
Batlle et al.4 to include the SODE non-FL-projectable con­
straint functions. Essentially, the method is based on the 
introduction of an operator K mapping Coo (T *Q) into 
Coo (TQ), where the operator's expression in local coordi­
nates is 

K(f)(q,v) = Vi( af) + (aL) (a
f

) . 
aq' (FL(q,v») aq' (q,v) ap' (FL(q,v») 

(3.5) 

The image under K of an n-ary first-class Hamiltonian 
constraint is an n-ary FL-projectable (i.e., dynamical) La­
grangian constraint, while the image under K of an n-ary 
second-class Hamiltonian constraint is an n-ary non-FL­
projectable SODE condition. A geometric approach to these 
results can be found in Ref. 5. 

In the case of Lagrangian (2.2), K is of the form 

i a (. amj ah) a K=v-+ v1 _-+ __ 
aqi aqi aqi al' 

(3.6) 

and relates the first-class primary Hamiltonian constraints 
<I> a eCOO (T *Q) in (3.4) with the dynamical Lagrangian con­
straints ifJaeCOO (TQ) given by (2.S), and all the primary 
Hamiltonian constraints <l>jeCOO (T*Q) of (3.2) with all the 
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Lagrangian ones ~i ee"" (TQ) of (2.12). In coordinates we 
have 

. ah ,J.. 
K(<I>.) =A .. v' + -. = "'} 

, IJ aq' (3.7) 

and 

(3.8) 

On the other hand, the secondary Hamiltonian con­
straints \II a obtained from the consistency condition take the 
same coordinate expression as the primary dynamical La­
grangian constraints ~a' so that the additional SODE condi­
tions are not recovered by FL pullback. In the same way, n­
ary Lagrangian constraints can be recovered by applying the 
operator K to the n-ary Hamiltonian constraints. Note that 
while all the n-ary Hamiltonian constraints (for n > 1) de­
pend only on base coordinates, their associated Lagrangian 
constraints are velocity dependent (because ofthe first term 
of K). As only a part of the velocities have been solved as 
functions of the q's, not all the n-ary Lagrangian constraints 
are weakly FL-projectable, which means that not all the n­
ary Hamiltonian constraints are first class. 

IV. THE INVERSE PROBLEM FOR FIRST- AND SECOND­
ORDER SYSTEMS 

It is well known that a system of n second-order differ­
ential equations can be replaced by one of 2n first-order 
equations by doubling the number of degrees offreedom. 16, 17 

In this section we will study the geometric approach to this 
problem and, in particular, we will focus our attention on the 
Lagrangian character of these equations. In this way we will 
relate the inverse problem in TQ to the inverse problem in 
T(TQ) by using Lagrangians of the form (2.1). 

We have seen in Sec. II that when the two-form dp is 
symplectic there are no dynamical constraints, and the asso­
ciated SODE conditions turn out to be the set ofn first-order 
differential equations corresponding to the Euler-Lagrange 
equations obtained directly from the Lagrangian linear in 
the velocities. 

The inverse problem for first-order systems consists of 
finding a Lagrangian of type (2.1) whose Euler-Lagrange 
equations are a given set of first-order differential equations. 
We will only be interested in the case of an even number of 
equations. 

Geometrically, we can consider an even-dimensional 
manifold M and a vector field Xef¥' (M) given by 

. a 
X=!'(x) -.' 

ax' 
whose integral curves obey a set of first-order differential 
equations 

Xi =fi(x) . (4.1) 

Proposition 1: Ifaone-formpeA I (M) is such that (i) dp 
is symplectic, and (ii) the Lie derivative'? xp is closed, 
then there exists a local Lagrangian lLee"" (TM) of type 
(2.1) that is a solution of the inverse problem for (4.1). 

Proof: By hypothesis (ii) there exists a locally defined 
function g such that.? xp = dg, and therefore 
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i(X)dp =.? xp - d(i(X)p) = d(g - p(X»). (4.2) 

The Lagrangian L = .u + ii, with h = g - p (X), then 
gives a solution as a consequence of the results in the preced­
ing section. 

In local coordinates the problem consists of finding a 
skew-symmetric matrix Aij of the form 

amj ami 
A ----

ij - axi axi' 

and a function h (x) for which the equations 

A··f:} = -!.!!.... (4.3) 
'J axi 

hold. Then the Lagrangian takes the form L = m j vi + h. It 
is remarkable that there always exists such a solution and 
that it is not unique. Two different solutions (A I,h I) and 
(A 2,h 2) may give rise to two different LagrangiansLI andL2, 

not necessarily gauge equivalent. Remember that two La­
grangians are said to be gauge equivalent when they differ by 
the total time derivative of a function or, in local coordi­
nates, by a term 

with fee"" (M). In geometric terms, this means that both 
Lagrangians differ through a basic closed one-form. 

Definition 1: Two Lagrangians LI and lL2 oftype (2.1) 
are said to be equivalent when their final constraint subman­
ifolds and their consistent solutions on them coincide. IS 

The next proposition allows us to find a family of equiv­
alent Lagrangians from a given particular solution lL of the 
inverse problem, which does not cover all the possible equiv­
alent Lagrangians but is more general than the gauge equiv­
alence. 

Proposition 2: For every {3eAI(M) such that XEker
A
d{3 

and d(p + {3) is symplectic, the Lagrangian lL = L + {3 is 
equivalent to lL. 

Proof: i(X)d(p + {3) = i(X)dp + i(X)d{3 = dh. 
Gauge-equivalent Lagrangians are a particular case of 

the former ones when{3 is chosen to be closed. In this case all 
the Lagrangians 

lL' = v{ mj + :~) + hex) , 

with [an arbitrary function [ee"" (M), are gauge equivalent 
to lL. 

The inverse problem of Lagrangian dynamics is to give 
necessary and sufficient conditions for a system of second­
order differential equations to be that of the Euler-Lagrange 
equations of some regular Lagrangian function. Geometri­
cally, we consider a configuration manifold Q and a SODE 
field ref¥' (TQ), given by 

. a . a r = v'-. +f'(q,v)-.. 
aq' av' 

On the basis of the integral curves on the projection, the set 
of second-order equations holds: 

(4.4) 

It is not at all clear whether or not there exists a regular 
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Lagrangian function LeC"" (TQ) such that the vector field 
r is just the one determined by the equation i (r)tV L = dEL' 
but apparently not. Then the inverse problem for second­
order systems cannot always be solved. However, we can 
consider r as a first-order system on TQ, and then it is al­
ways possible to find a Lagrangian function LeC"" [T( TQ) ] 
of type (2.1) with a SODE field solution qN on the final 
constraint submanifold N (which can be identified with r). 
On the other hand, for every regular Lagrangian 
LeC"" (TQ) there exists an associated Lagrangian 
L(L)eC"" [T(TQ)] of type (2.1) equivalentto L in a sense 
to be more accurately established in the corollary of the next 
proposition. 

Proposition 3: Let us consider an exact symplectic mani­
fold (M, - d() and a Hamiltonian BeC"" (M), and denote 
Yas the vector field solution of i( y)d() = - dB. Then the 
singular Lagrangian LeC"" (TM) defined by L = 8 + H is 
such that its solution vector field is YIN' where N = Y(M). 

Proof: It is enough to use the results of Sec. II. 
Corollary 1: Given a regular Lagrangian LeC"" (TQ), 

the Lagrangian lL(L )eC"" [T( TQ) ] defined by lL(L) 
= 8L - EL has the same solution as L. 

Proof: For a regular Lagrangian L, the dynamical equa­
tions of the system (TQ, - d()L ,EL ) are equivalent to the 
Euler-Lagrange equations for L. The statement of Proposi­
tion 3 completes the proof. 

In local coordinates, 19lL(L) is given by 

L(L) =~(xi_xi+n) +L, 
ax,+n 

where Xi = qi and Xi + n = Vi. 
Using the former results, the inverse problem for sec­

ond-order systems can be attacked in two steps. 
(i) Given a SODE re~(TQ), choose a Lagrangian 

LeC"" [T( TQ)] of type (2.1), the solution of the inverse 
prOblem for r as a first-order system. 

(ii) Search for a Lagrangian lL' equivalent to L and gen­
erated from a regular Lagrangian LeC"" (TQ) as in Corol­
lary 1. 
If you find such a L', the Lagrangian L is a solution of the 
inverse problem for r as a second-order system. 

The next theorem gives a useful characterization of La­
grangians lLeC"" [T( TQ) ] of type (2.1) generated from La­
grangians on TQ. First, we include a lemma whose statement 
is used in the proof of the theorem. 

Lemma 1: For every semibasic one-form l-"eA 1 (TQ) 
and every SODEDe~(TQ), these two identities hold: 

S· (2' DI-") = 1-", 1-"( [a,D]) = I-" (D), 

where a is the dilation vector field. 
Proof' It is based on the fact that there exists a 

'YEA 1 
( TQ) such that I-" = S • ( v) and the property8 

S( [D, V]) = - V for every vertical vector field V. Then, for 
every Xe~( TQ), 

[S·(2' DI-")] (X) 

= 2' DVt(SX») - 1-"( [D,sX]) 

= - (S·v)( [D,SX]) = v(SX) =I-"(X) , 

because SX is a vertical vector field, and 
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1-"( [a,D]) = (S ·v)( [a,D]) = veal = v(SD) = I-"(D), 

because S( [a,D]) = a. 
Theorem 1: Given a Lagrangian LeC"" [T( TQ) ] of type 

(2.1) (lL = jL + h) that is a solution of the inverse problem 
for a SODE lLe~(TQ) [i.e., with dl-" symplectic and 

i(rc)tVL IreTQ) = dEL Ir(TQ) ], 

there exists a regular Lagrangian LeC"" (TQ) for which 
lL = lL(L) if and only if the one-form I-" is semibasic. 

Proof' For every Lagrangian LeC"" (TQ), the Poin­
care-cartan form ()L is semibasic by definition: 
() L = S· (dL). On the other hand, consider a Lagrangian of 
type (2.1) (lL = jL + h), with l-"eA 1 (TQ) semibasic and dl-" 
symplectic, that is a solution of the inverse problem for r. As 
we can see from Proposition 3, the equation 

i(rc)tVL Ir(TQ) = dEL Ir(TQ) 

is equivalent to i(r)dl-" = dh, recalling from Sec. II that 
()L =/landEL = - h. The LagrangianL = i(r)1-" + h has 
the properties 

()L = S·(dL) = S·(2' rl-" - i(r)dl-" + dh) 

=S·(2'rl-") =1-", 

EL =2'/iL-L 

so that 

= 1-"( [a,r] - r) + (2' /il-")(r) + 2' /ih - h 

= dl-"(a,r) + dh(a) - h = - h , 

L(L) =BL -EL =jL+h=L. 

In local coordinates, suppose we have a particular solu­
tion of the inverse problem for 

·a . a r = v'-. +f'(q,v)-. 
aq' au' 

as a first-order system. That is, suppose we have a 2n X 2n 
matrixAab (ab= 1, ... ,2n) andafunctionh(q,v) such that 

ah 
Aabt'= axa ' (4.5) 

where 

and 

t=vi, t+n=/i U= 1, ... ,n=dimQ), 

the matrix Aab being of the form 

amb ama 
Aab =-----. 

axa axb 

If we restrict ourselves to search for Lagrangians gauge 
equivalent to L = maxa + hex), then the conditions be­
come very simple. This is because in order to find an 

L' = (m + ~)xa + h 
a axa ' 

with 

m' dxa = (m +~)dxa 
a a axa 

semibasic, it is necessary and sufficient that 
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amj + n ami + n 

aXi +n = axi+ n ' 

so that if the former conditions hold, then 

al 
m· = ---

,+n axi + n ' 

and the Lagrangian on TQ is given by 

( al) . L = mi + -. v' + h . 
aq' 

(4.6) 

Of course, the conditions (4.6) are sufficient but not 
necessary, because not all the Lagrangians equivalent to lL 
are gauge equivalent. 

In the last part of this section we are going to show how 
the former treatment of the inverse problem reproduces the 
known Helmholtz conditions. In recent years, these condi­
tions have been rewritten in a geometric language6

; a given 
SODE rE2' (TQ) is Lagrangian if and only if there exists a 
two-form wEA 2 (TQ) with the properties 

(i) W is symplectic (closed and nondegenerate), (4.7a) 

(ii) 2' r W = 0, ( 4. 7b ) 

(iii) w( VI ,V2 ) = 0, VVI,V2 vertical. (4.7c) 

On the other hand, according to the results of this sec­
tion, there exists a local Lagrangian for r if and only if there 
exists a one-form ,ilEA I (TQ) such that 

(i) d,u is symplectic, 

(ii) 2' r,u is closed, 

(iii) ,u is horizontal. 

(4.Sa) 

(4.Sb) 

(4.Sc) 

Conditions (4.Sa) and (4.Sb) are necessary and suffi­
cient to find a solution lLECoo [T( TQ) 1 of the inverse prob­
lem for r as a first-order system, while, when condition 
( 4. Sc) holds as well, the Lagrangian lL is generated from a 
regular LagrangianLECoo (TQ), lL = L(L), in theform de­
fined in Corollary 1. 

Inasmuch as we are looking for the local existence of a 
Lagrangian, closed forms can be identified with exact ones. 
Then it is a straightforward matter to prove the equivalence 
between conditions (4.7a),(4.7b) and (4.Sa),(4.Sb), re­
spectively, when d,u and ware identified. Moreover, condi­
tion ( 4. Sc) implies ( 4. 7c) because, if,u is semibasic, then, for 
every pair of vertical vector fields VI' V2 , 

d,u( VI' V2 ) = VI(,u( V2 ») - V2(,u( VI») -,u( [VI' V2 ]) = ° . 
Conversely, suppose that condition (4. 7c) holds. This 
means that the restriction of ,u to every fiber is exact, and 
there will exist a function F such that 

dF I V(TQ) =,ul V(TQ) • 

The one-form,u' =,u - dFstill preserves conditions (4.Sa), 
( 4. Sb) and is semibasic by definition. 

v. SYMMETRIES AND CONSTANTS OF THE MOTION 

Well-known to every physicist is the result of the cele­
brated (first) Noether theorem establishing a relationship 
between infinitesimal point symmetries of the regular La­
grangian L and constants of the motion described by L. But 
what has often been overlooked is that this correspondence 
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works only for point transformations and is not one-to-one. 
The Lagrangian L permits the definition of Hamiltonian dy­
namical system (TQ,w L ,E L ). Then the Hamiltonian ver­
sion of Noether's theorem says that, for anyone-parameter 
subgroup of canonical transformations generated by X, 
2' xW L = 0, and leaving E L invariant, there is a constant of 
motion, namely the function g, that corresponds to X 
through the symplectic form w L' In order for the function g 
to be globally defined, the vector field has to be not only 
locally Hamiltonian, but globally Hamiltonian as well, for 
which 2' xfh must be exact. Conversely, given a constant of 
motion g, the vector field X corresponding to it by 
i(X)WL = dg generates a one-parameter subgroup of ca­
nonical transformations preserving E L' The point now is 
that, if X corresponds to point transformations, i.e., if X is 
the complete lift of a vector field Y in the basis, then 

2' x WL = 2' yC WL = Wyc(L) = WX(L) , 

2' X EL = 2' yC EL = EyC(L) = EX(L) , 

and therefore the infinitesimal canonical transformations of 
a symmetry of E L are simply those transforming L into a 
gauge-equivalent Lagrangian. In other words, there will ex­
ist a closed one-form fJ in Q such that 

X(L) =/3. 
If fJ is not only closed but exact (fJ = df), then 

2' x (JL = (JXL = (Jp = df, 

and the functiong is i(X)(JL - f 
If X is not a complete lift of a vector field in the basis, 

then the preceding relations do not hold, and either 
2' X(JL =I=(JXL or 2' XEL =l=EXL results, or (even worse) 
both. Correspondingly, the symmetries of the Hamiltonian 
system (TQ,wL ,dEL) have nothing to do with 2' X(JL = df, 

the traditional concept of gauge symmetry for L. In fact, if 
we want Noether's theorem to have a converse, we need to 
modify the concept of symmetry in an appropriate way as 
indicated by Marmo and Mukunda. 7 The idea is that we 
have to accept the general infinitesimal transformations 

t>qi = ESi(q,V), t>vi = Er/(q,v), 

corresponding to a vector field 

X -f;-i a + i a 
-~ - 1/-, 

aqi avi 

without the condition of 1/ being the total time derivative of 
5. However, this condition will be obtained as a final sub­
product of the theory of the symmetry. More accurately, in 
order for X to be an infinitesimal symmetry of the dynamical 
field r defined by L, it is necessary that [X,r] = 0, and this 
automatically implies that 1/i = r(si), this last condition 
corresponding to the weaker one, S( [X,r]) = 0. 

Marmo and Mukunda 7 associated any vector field 
XE2' (TQ) and every SODE D with the vector field 

X(D) = X + S( [D,x1), 

which, in coordinates, reads 

X(D) =si~+D(s)~. 
aq' av' 

They have been able to prove that the necessary and suffi-

CariMna, L6pez, and Ral'\ada 1140 



                                                                                                                                    

cient condition for X = X(r) to be a symmetry of the Ham­
iltonian dynamical system (TQ, WL, dEL) is that there ex­
ists a function FEC"" (TQ) such that .!f XeD) L =.!f DF for 
every SODE D. 

This condition characterizing the symmetries of the the­
ory is somewhat academic because it may be difficult to 
check the condition for any SODE D. We must look for more 
practical criteria. 

Our aim in this section is to show that these symmetries 
can be looked upon as classical Noether symmetries for the 
associated Lagrangian lL (L ) EC"" [T( TQ)] of type (2.1). 

Definition 2: A vector field YE2" (TQ) is a Noether 
symmetry of the Lagrangian lL(L) = OL -EL if there exists 
a function FEC"" (TQ) such that 

'" .!fyclL=dF, (5.1) 

where yc is the complete lift of Y to T( TQ). 
It is an easy task to prove that the associated constant of 

the motion is given by i( YC)Or. - F, which isa TTQ-project­
able function. 

Theorem 2: For every regular Lagrangian LEC"" (TQ), 
there is a one-to-one correspondence between constants of 
the motion defined by Land Noether symmetries of the asso­
ciated Lagrangian lL(L) according to Definition 2. 

Proof: Let r be the SODE solution of i(r)wL = dEL' 
For every function GEC"" (TQ) such that .!f r G = 0, the 
vector field X defined by i(X)WL = dG has the property 
.!f x(D)L =.!f DF for every D SODE, with F= i(X)(}L 
- G. Moreover,.!f X(}L = dF, and then 

A _ ~ '" 

.!f XC L =.!f xd(}L) -.!f XdEL) = (.!f X (}L) = d F, 

so that X is a Noether symmetry of L according to Definition 
2. 

On the other hand, if there exists a vector field 
XE2" ( TQ) and a function FEC'" (TQ) such that 

'" .!f xclL = d F, then 

0= .!f xC(OL - E L ) - d"'F -------- --...-./ = (Yx (}L -dF) - (.!fx E L )· 

While the first term is linear in the fibers of the vector 
bundle TTQ: T( TQ) - TQ, the second term is the pullback of 
a function on the basis TQ, so that both terms must vanish 
separately. Developing the expressions, we arrive at 

i(X)dEL = 0 and i(X)wL + d(i(X)(}L - F) = O. 

Contracting the second equation with r and taking into 
account the first one, we find that .!f r (i (X) () L - F) = 0, so 
that G = i(X)(}L - F is a constant of the motion. 

Finally, as a demonstration of this theorem we can con­
sider the two-dimensional harmonic oscilator with the La­
grangian LET(R2

) given by 

L = ~{(V)2 + (V2)2 - (q)2 - (q2)2}. (5.2) 

This system has two "hidden" symmetries corresponding to 
non-Noether constants of motion. Specifically, the corre­
sponding constants of the motion are the two energies asso­
ciated with each one of the two degrees of freedom: 

E;=!(V7+ci) (i=1,2). (5.3) 

The corresponding vector fields X; E 2" ( T R2) in the version 
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of Marmo and Mukunda take the form (no summation is 
understood ) 

. a a 
X'=v;--q.- (i=1,2), aq; , au

i 

(5.4) 

so that the equations 

.!f Xi(D)L =.!f D F; (i= 1,2) (5.5) 

hold for every SODE field D, with functions of Fi 

EC"" (1R2) given by F; = !(v; - ci). 
On the other hand, the associated Lagrangian of type 

(2.1) is in this case 

lL=:L(L) 

= X3X) + X4X2 - H(X)2 + (X2)2 + (X3)2 + (X4)2}, 
(5.6) 

with Xi =qi andx;+2 =Vi (i= 1,2). 
The vector fields 

X)=X3~-X)~ ax) aX3 

and 

2 a a x =X4--X2-aX2 aX4 

are infinitesimal generators of rotations in the planes 1-3 and 
2-4. They are point (Noetherian) symmetries of L in the 
sense that their complete lifts verify 

(5.7a) 

(5.7b) 

where F;EC"" [T( 1R2») are now pullback of functions de-
fined in the base space TR2, and the 
XC E2" [ T( T R2)] are given by 

X lc a a. a . a 
= X3 - - x) - + X3 - - x) -, ax) aX3 ax) aX3 

X 2c a a. a . a 
= X4 - - X2 - + X4 - - X2 -. aX2 ~4 aX2 a~ 

The associated constants of the motion, 

Gi = i(X;C){}L - F; (i = 1,2) , 

fields 

(5.Sa) 

(5.Sb) 

are projectable functions on the functions E) and E2 of TlR2. 
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The theory of presymplectic systems is used for the study of mechanical systems described by 
singular Lagrangians in order to clarify the geometric meaning ofthe Euler-Lagrange 
equations for such systems. The two different types of primary constraint functions arising in 
the Lagrangian formulation are analyzed by means of the relation between the image under the 
vertical endomorphism of the kernel of the presymplectic form W L and its vertical part. The 
connection with the Hamiltonian Dirac theory is also studied and the theory is illustrated with 
several examples. 

I. INTRODUCTION 

Most textbooks nowadays (e.g., Refs. 1-3) divide their 
contents into three main chapters: Newtonian, Lagrangian, 
and Hamiltonian mechanics. The main guide for Newtonian 
mechanics is the determinism principle, according to which 
the knowledge of the positions and velocities of the points of 
a mechanical system at a fixed time determines their future 
positions and velocities. The idea is then to use second-order 
differential equations in normal form x = f(x,i), because 
the theorem of existence and uniqueness of the solution of 
such systems fits well with the determinism principle. 

The introduction of Lagrangian mechanics is based on 
the observation that, at least for conservative systems, the 
equations of motion may also be seen as the Euler equations 
determining the curve solution of a variational problem; the 
action f L dt, with L = T - V, is extremal for the actual 
path when compared with other fixed end point paths. There 
are very many interesting advantages in the use of the Ham­
ilton principle because the extremal principle does not de­
pend on the set of coordinates, and it incorporates the holon­
omic constraints through a particular choice of coordinates, 
leading in this way to a considerable simplification. 

The problem of what kind of second-order differential 
equations can be obtained as the Euler-Lagrange equations 
of a Lagrangian function is known as the "inverse problem." 
It has received much attention4-8 till recent years, when geo­
metric conditions9 were given to replace the well-known 
Helmholtz conditions. 10 

The crucial point here is that in all these cases it is al­
ways explicitly assumed that the Euler-Lagrange equations 
can be put in a normal form or, in other words, that the 
Lagrangians considered are regular; the matrix W of the co­
efficients of the accelerations is regular. 

Finally, the Hamiltonian formulation is introduced by 
starting with a regular Lagrangian and defining the Le­
gendre transformation, which is invertible. We arrive in this 
way at the Hamilton equations describing the time evolution 
of the system. The geometric concept generalizing this ap­
proach has been shown to be that of Hamiltonian dynamical 
systems,1l·12 which are but a triplet (M, n, H), where (M, 

n) is a symplectic manifold and H a differentiable function 
on M. In fact, the equations determining the integral curves 
of the vector field r, defined by i(r)n = dH, are Hamilton­
like equations if appropriate coordinates (Darboux coordi­
nates) are chosen. 

On the other hand, given the configuration space of a 
system, it does not necessarily admit global coordinates. 
Then the Hamilton principle as usually stated is not a geo­
metric concept, because it is the integration of one-forms on 
paths, and not that offunctions, which is meaningful. There 
is, however, a new method of arriving at the Euler-Lagrange 
equations for autonomous systems without using the Hamil­
ton principle. It is simply the consideration of the Hamilto­
nian systems (TQ,w L ,E L) defined by a regular Lagran­
gian. 11,12 On the projection on the basis of the integral curves 
of the dynamical vector field, the Euler-Lagrange equations 
hold. 

This paper aims to analyze some points that arise when a 
singular Lagrangian is considered. Then we must decide 
between choosing either the Hamilton principle approach or 
the presymplectic-system geometric approach 13-16 as the ba­
sic principle generalizing the case of regular systems to sin­
gular Lagrangians, both approaches being equivalent in the 
former case. Instead of considering the "dogma" of the 
Hamilton principle and the corresponding Euler-Lagrange 
equations, we will follow the alternative approach. We will 
find that the dynamical equation admits solutions that have 
nothing to do with the Euler-Lagrange equations, the latter 
arising only when we deal with special kinds of vector fields, 
the so-called second-order differential equation fields (here­
after abbreviated SODE). 

At first it might seem that the Euler-Lagrange equa­
tions have been well supported by the coincidence of its pre­
dictions with experimental results for a long time. But it is 
worth recalling that singular Lagrangians have associated 
gauge degrees of freedom that are fictitious, so we have no 
reason for insisting that the Euler-Lagrange equations are 
the ones describing the evolution of such gauge degrees. On 
the contrary, reduction of the presymplectic system is possi­
ble, and we will find in any case a Hamiltonian dynamical 
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system describing the reduced system that contains only the 
true degrees of freedom. 

The paper is organized as follows: Sec. II presents nota­
tion and basic definitions in a brief introduction to the geo­
metric approach. The SODE problem is analyzed in Sec. III, 
and the relation of the Euler-Lagrange equations with the 
geometric formulation is explained. In Sec. IV we study 
whether the image of ker (U L under the vertical endomor­
phism covers ker FL • . This property will be used in Sec. V to 
explain how additional SODE constraints will arise with re­
spect to the set of conditions derived by application of the 
algorithm developed by Gotay et al. 13

•
14 The former con­

straints will be shown to be non-FL-projectable in Sec. VI, 
and the connection between Lagrangian and Hamiltonian 
constraints is also given, completing some results obtained 
very recently. 17-19 Finally, Sec. VII contains a group of ex­
amples that are very useful for illustrating the theory. 

II. NOTATION AND BASIC DEFINITIONS 

The geometric approach for the Lagrangian description 
of an autonomous mechanical system makes use of a differ­
entiable manifold Q as the configuration space and its tan­
gent bundle TQ as the velocity-phase space. We recall that 
such a vector bundle has a canonical (1,1) tensor called the 
vertical endomorphism,20 whose coordinate expression is 
given by 

a . 
S= iM ®dq'. (2.1) 

Given a function Lee 00 (TQ), we may define a function 
EL = A(L) -L, where Aei(?(TQ) denotes the Liouville 
vector field generating dilatations along the fibers of TQ, and 
an exact two-form (UL = - d(dLoS) , which in coordinates 
of TQ are written 

aL i 0L = -. dq , (2.2) 
av' 

{UL = - dOL 

= aiL. dqi Adqj _ a,2L , dvi Adqj, (2.3) 
avi aq} av' av} 

E L = Vi aL - L . (2.4 ) 
av' 

If {U L is of a constant rank, then L is called the Lagrange 
function, EL the energy function, 0L the Euler-Poincare 
one-form, and {UL the Lagrange two-form. 

The map @L:i(? ( TQ) ..... A I ( T *Q), defined by contrac­
tion, i.e., 

@L(X)Y={UdX,Y), VX,YEi(?(TQ), 

is represented by the matrix 

(2.5) 

where we have used a matrix notation, the elements of the 
matrices A and Wbeing 

A -~-~ (2.6) 
ij - aqi av j avi aqj 

and 
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w - a2
L 7 

ij - aviav j ' (2. ) 

respectively. The particular case of L, where {UL is of maxi­
mal rank, i.e"@L is invertible, is that of regular Lagrangians, 
and the Legendre transformation II is then a local diffeomor­
phism. Taking into account that det @L = (det W) 2, we see 
that this situation is characterized by det W #0. 

We recall the geometric meaning of the Legendre trans­
formation. It is a map, FL: TQ ..... T*Q, defined by the La­
grangian L, which in coordinates reads 

aL 
PioFL(v) = -a . , (2.8) 

v' 
where the natural coordinates of the cotangent bundle are 
denoted (qi,Pi)' It is worthy of mention that the differentia­
ble map FL pulls back the canonical one-form 00 = Pi dl 
onto the Euler-Poincare one-form OL' and therefore the ca­
nonical symplectic form n in T*Q onto the Legendre two­
form {UL' Consequently, FL is a local diffeomorphism ifand 
only if (UL is symplectic. When FL is a global diffeomor­
phism the Lagrangian is said to be hyper-regular, and an 
equivalent Hamiltonian formulation is obtained by defining 
the Hamiltonian H by H = E L ° FL - I. 

III. THE SODE PROBLEM 

If the Lagrangian L is regular, it is easy to see that the 
Lagrangian vector field r L' uniquely defined by the dynami­
cal equation 

i(r}{UL = dEL' (3.1) 

is a second-order differential equation,20 S( r L) = A. That 
is, r L is written in coordinates as 

. a . a r L =v'-+b'-., 
aqi av' 

(3.2) 

where the b i satisfy 

Av- Wb=VqEL • (3.3) 

This is because the equations determining the integral curves 
ofr L are 

which split into two subsystems, (3.3) and 

W(a - v) = O. 

(3.4) 

(3.5) 

Now the regularity of W means that a = v is the only solu­
tion of (3.5), and if M denotes the inverse matrix of W, the 
values ofb are determined by 

bi=Mija ~ 
j avi ' 

where a j denotes 

aL k a 2L 
a·=--v ---. 

} aqj avjaqk 

The integral curves of r L will be determined by 

Ii = Vi, il = M ijaj , 

(3.6) 

(3.7) 

(3.8) 

and therefore on the projection on Q of these integral curves 
the Euler-Lagrange equations hold. The point to be made 

Carinena, L6pez, and Roman-Roy 1144 



                                                                                                                                    

now is that when L is singular, the system (3.4) may have no 
solution on some points. Gotay et al.13.14 have developed a 
geometric algorithm for the determination of a maximal sub­
manifold, called the final constraint submanifold C, in which 
the dynamical equation (3.1) has a consistent solution. The 
algorithm generates a decreasing sequence {p k} of submani­
folds (with Po = TQ), and then Cis the limit of such a se­
quence (provided it exists). The restricted equation 

(i(r)WL - dEdlc = ° (3.9) 

has solutions tangent to C, but they are not SODE in the 
general case. The conditions for the existence of a solution 
such that it is the restriction of a SODE will lead to a smaller 
submanifold. In fact, in those points in which the dynamics 
has a solution, the dynamics presents an ambiguity, where 
the general solution is r 0 + ker W L' with r 0 a particular so­
lution. The coordinate expression is 

r= (Ui+S i) ~+bi~, 
aq' au' 

(3.10) 

with s such that Ws = 0. Its integral curves will be deter­
mined by the system 

ci: = v + s, v = b, (3.11 ) 

and therefore the Euler-Lagrange equations are no longer 
true but become 

a.
2
L . iji + a

2
L ;/_ aL 

iJv' au1 au' aqk aq' 
. a2L . = W .. ~l+ __ ~l. (3.12) 

'l~ aqi aui ~ 

IV. THE SETS ker WL AND ker FL. 

We are now interested in the relation between 

ker W L = {ZE2"( TQ) Ii(Z)wL = O} (4.1 ) 

and ker FL • . As a consequence of the relation W L = FL • 0, 
it is obvious that ker FL. Cker WL' But if we recall the ex­
plicit form of the matrix representing FL. ' 

FL.v = [! ~], (4.2) 

with B ij = a 2 L I aui aqi, we see that 

ker FL. = ker W L n 2"V( TQ) = V(ker wL ) , 

where !£"V( TQ) denotes the subset of the vertical vector 
fields, i.e, in coordinates, ZE !£"v ( TQ) if and only if 
Z = b i alaui with b iEC""(TQ). 

The image ofker W L under the vertical endomorphism S 
is in ker FL., because 

·a ·a X=s'-. +'TJ1-EkerwL 
aq' au} 

if and only if As = W'TJ and Ws = 0, and since 
SeX) = S i a I aui, we have, taking into account the expres­
sion (4.2) for FL. v ' that S(Z) is FL-projectable and 
FL.S(Z) = 0, VZEkerwL • 

The particular instance in which the image of ker W L 

covers V(ker wL ) = ker FL. has recently been shown to be 
an important case.21 It is then possible to choose on the final 
constraint submanifold a solution of the dynamical equation 
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that is the restriction of a SODE. The corresponding La· 
grangians, when they admit a global dynamics, were called 
type II Lagrangians in a recent paper22 where their proper­
ties were studied. 

In order to show the relevance of the property 
S(ker WL) = V(ker wL ), we first remark that given a solu­
tion r of the dynamical equation, another vector field r' will 
also be a solution of (3.1) if and only if the difference r - r' 
lies in ker WL' Similarly, ifr is a SODE, r' isa SODEifand 
only if the difference r' - r is a vertical field. Thus the idea 
is to modify a given solution r of (3.1 ) by adding an element 
inker W L in order to obtain a SODE solution of (3.1) also. It 
will be possible if the difference S( r) - !:t. is the image under 
S of an element in ker W L' In fact, we know that r must be of 
the form 

r= (Ui+S i) ~+bi~, 
aq' au' 

with Ws = 0, and therefore S( r) - !:t. = S i a I aui lies in 
ker FL •. The point is that if such a difference is in the image 
SeX) ofanXEker W L ' then r - Xis a SODEsolution ofthe 
dynamics as well. 

We recall that if K is a Hilbert space and T a bounded 
operator in such space, the closure of the image of T coin­
cides with the orthogonal of the kernel of its adjoint operator 
Tt (see, for example, Ref. 23, p. 357 or Ref. 24, p. 214). Ifwe 
consider the particular case where K is a finite-dimensional 
Euclidean space and Ta (skew- ) symmetric operator, we can 
conclude that if T is a (skew- ) symmetric matrix, then the 
linear system Tx = y has a solution if and only if (z,y) = 0, 
VZEker T, where ( , ) denotes the Euclidean inner product. 
Such a solution is not uniquely determined except up to addi­
tion of an element of ker T. This fact may be used to prove 
the following result. 

Theorem 1: Let X = S i a I aui be a vector field in 
ker FL. = V(ker wL ). Then there exists ZEker W L such 
that S(Z) = X if and only if (s ',As) = 0, for every S' such 
that Ws' = o. 

Proof The condition for X to be in ker FL. is Ws = o. 
There will exist aZEker W L such thatS(Z) = Xifand only if 
the system 

W'TJ=As 

has a solution. Then the remark preceding the statement of 
Theorem 1 shows that it is equivalent to (s',As) = 0, V S I 
such that Ws I = O. 

Corollary 1: The map S', restriction of S to ker W L> is 
onto ker FL. if and only if (s ',AS) = 0, V S,S I such that 
Ws'= Ws=O. 

V. THE LAGRANGIAN CONSTRAINTS 

In this section we will analyze the compatibility condi­
tions for the existence of solutions of the dynamical equa­
tions. The system to be considered is 

Aa - Wb = VqEL' 

W(a-v) =0, 
(5.1) 

which is the local expression of (3.1) with r = ai a I aqi 
+ b i a laui. The general solution of the second system is 
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a = v + S, with s such that Ws = 0, and therefore the first 
subsystem becomes 

Wb=a+AS, 

where 

(5.2) 

aL a 2L . a. = ____ vJ • (5.3) 
, aqi aviaqj 

We first analyze the existence of a SODE solution of 
(3.1), i.e., a solution of (5.2) with S = O. We know that the 
subsystem 

Wb=a (5.4) 

has a solution if and only if 

(s,a) = 0, 'tiS such that Ws = o. (5.5) 

Then (5.5) are the constraint functions selecting the sub­
manifoldSofTQwhereEq. (3.1) has a SODE solution (but 
it may not be tangent to S). 

Had we just looked for a solution of (3.1), not a SODE 
but a general vector field, we would have had to search for a S 
such that Ws = 0 in such a way that there exists a solution of 
(5.2). Let us choose a basis [Sp] ofthe kernel of W. Then 
any Seker W can be written as a linear combination 
S = ApSw with m = 1, ... ,R = dim ker W. The conditions 
for the existence of a solution are now 

(S>Wb) = ° = (Sp,a) + Av(Sp,ASv), 'tIf..l = 1, ... ,R. 
(5.6) 

In the particular case in which (S p' AS v) = ° for any pair of 
indices, we will again find (5.5) as the constraint functions 
(S remains absolutely undetermined in ker W). But when 
the rank roftheR XR matrix (Sp,ASv) is greater than zero, 
there will be R - r linearly independent combinations 

bTP (Sp,ASv) = 0. (5.7) 

From these we will find the constraint functions 

(5.8) 

while r of the values of the parameters A are determined by 
(5.6) in terms of the remaining R - r values. The freedom 
in the choice of the basis ofker lU L allows us to redefine a new 
basis, in which the R - r first elements are the combinations 

YT = bTPSp, r = 1, ... ,R - r, (5.9) 

in such a way that the dynamical constraints are just the 
R - r functions 

(YT,a) = 0, 'tIr = 1, ... ,R - r. (5.10) 

The adjective "dynamical" indicates that constraints have 
nothing to do with the SODE condition but only with the 
existence of a solution for (3.1). 

It is noteworthy that the new basis is such that 
(Yr' ASp) = 0, for any index f..l, and therefore the vector 
field r!. a lavi is such that there exists a Zeker lUL with 
S(Z) = r!. a laui. So we have essentially proved the follow­
ing result. 

Theorem 2: Let L be a singular Lagrangian. Then there 
exists a basis {YT'SP} (with r = 1, ... ,R - rand f..l = R 
- r + 1, ... ,R) ofker Wsuch that (i) the dynamical Lagran­

gian constraints are given by 

(YT,a) = 0, 'tIr = 1, ... ,R - r; (5.11 ) 

1146 J. Math. Phys., Vol. 29, No.5, May 1988 

and (ii) the constraints for the existence of a SODE solution 
of the dynamics are (5.11) together with 

(SJt,a) =0, 'tIf..l=R-r+1, ... ,R. (5.12) 

Note, however, that in some cases the constraints may be 
reduced to identities. 

In order to understand better the meaning of the con­
straint functions, we remark that if Zeker lU L is written as 

. a . a 
Z=S'-. +1]J-., 

aq' avJ 

then (S,a) = - Z(EL ). In fact, 

ZE E.- i a ( . aL ) k a ( . aL ) 
L =~ -. vJ-. -L +1] - vJ-.-L 

aq' avJ auk avJ 

_ E.- i[ a 2 L j aL] + k a 2 L J' 
-~ ---v -- 1] ---v 

aqi av j aqi av j avk ' 

and the condition Zeker lU L means 

~1]k= [~_ a2
L ]Sk 

avjavk aqj avk aqk av j , 

which when substituted into (5.13) leads to 

ZEL =Sk[ a
2

L .vj - aLl = - (S,a). 
avk aqJ aqk 

Consequently, the conditions (5.11) are simply 

ZEL = 0, 'tIZeker lUL . 

(5.13) 

(5.14 ) 

The above expression shows that the conditions ob­
tained for vertical vector fields Ze V( ker lU L ) reduce to iden­
tities. 25 Moreover, we can give a new expression that holds 
not only for dynamical constraints but also for SODE condi­
tions. It is 

(5.15 ) 

with Z any vector field such that S(Z) eV(ker lUL) and r ° 
an arbitrary SODE. This expression becomes (5.14) whenZ 
is chosen in ker lUL as assumed in the derivation of (5.14). 

VI. THE CONNECTION WITH THE HAMILTONIAN 
FORMULATION 

When L is a singular Lagrangian, the Legendre trans­
formationFL: TQ-- T*Qis not a local diffeomorphism. We 
will only consider here the case in which L is an "almost 
regular" Lagrangian, according to the terminology used by 
Gotay and Nester l4

; FL is a submersion onto its image and 
the fibers FL - I {FL (v)} are assumed to be connected. Then 
ker FL. is an involutive distribution that generates a folia­
tion Y in TQ, and the quotient space TQ I Y is a differentia­
ble manifold that is canonically equivalent to the submani­
fold M o, the primary constraint submanifold in Dirac's 
terminology.26.27 If Co( T*Q,Mo) denotes the set of con­
straint functions for Mo, then 

FL ·(Co(T*Q,Mo») = C, (6.1) 

where C denotes the set of constant functions on TQ. 
The main point is the existence of a correspondence 

R (L): !E (T *Q) -- !EV( TQ), which is defined in a pointwise 
sense by28 
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[R(I.)X](v) =tV[1"oFL(V)X], VXEfil?(T*Q) , (6.2) 

where 1": T*Q-+Q is the projection of the cotangent bundle 
and t v the vertical lift t v: T1T(v) Q-+ Tv (TQ), given by20 

d 
tV(w)f = -{J(v + tW)}lt=o, VfEC 00 (v) . 

dt . . 

The expression in coordinates of R(L)X with X 
= aialaqi + b i alavi is 

[R(L)X](v) =ai(FL(V»)(-;) . (6.3) 
av Iv 

In particular, if fEC 00 (T*Q) and the vector field Xf 
EC 00 (T*Q) is defined by 

i(Xf ) 0 = df, (6.4) 

then the vector field R (L )Xf is given by 

[R(L)Xf ] (v) = (a
f

) (-;). 
api FI(v) au Iv 

(6.5) 

The point to be stressed here is that when t/J is a constraint 
function for Mo, R(L)X", lies in ker FL*. In fact, this is a 
straightforward consequence of (6.1) because, for any 
YEfil?( TQ), Y(t/J0FL) = 0, and when Yis taken to be one of 
the vertical fields, with Y = a laul

, it becomes 

0=-; [t/JoFL] =FL*v (-;)t/J= Wij(v) (at/J) . 
av av apj IFL(v) 

(6.6) 

Then ( 6. 5 ) with this expression shows that 
R(L)X",Eker FL •. Moreover, not only is 

{R(L)X",ltfJeCo(T*Q,Mo)}Cker FL., 

but both sides coincide, too, as a simple counting of dimen­
sions shows. 

Theorem 3: If t/J and t/J' are two constraint functions 
t/J,t/J'ECo( T*Q,Mo), then 

{t/J,t/J'}FL(v) = - (t",.At",·)v = W L (Y""Y",·)v , (6.7) 

with Y", a vector field such that 

S(Y",) =R(L)X", =t~ alavi, 

and similarly for t/J'. 
Proof: This is just a matter of checking, because 

(t",.At",.)v = (aat/J) 
'P j FL(v) 

and therefore 

(t",.At",.) = (at/J) (at/J') 
apj FL(v) aqj FL(v) 

- (;~tL(V) (:;JFL(V)' 

On the other hand, no matter what the choice of arbitrary 1] 

and 1]', if Y", is given by Y", = t ~ a I aqi + 1]~ a I au; and sim­
ilarly for Y",., we can check that W d Y"" Y",. ) v 
= - (t",At",· )V, because of wt", = wt",· = O. 

For any constraint function t/J, let Y", be, as in Theorem 
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3, a vector field Y",Efil?( TQ) such that S( Y",) = R(L)X"" 
with X", as in (6.4). Then the function i( Y", )(i( r o)w L 

- dEL)' whose coordinate expression is (t""a), is a con­
straint function in TQ. Moreover, the vector field Y", can be 
chosen in ker W L if and only if t/J is of the first class (at the Mo 
level), or in other words, X", is tangent to Mo, as a conse­
quence of Theorems 2 and 3. These last constraint functions 
are just the dynamical constraints, while the remaining con­
straint functions, the second-class (at the Mo level) primary 
constraint functions, will be associated to SOOE conditions. 

Other results that may be straightforwardly deduced 
from the relation (6.7) in Theorem 3 are summed up in the 
following theorem. 22 

Theorem 4: (i) All the primary constraint functions in 
T*Q are of the first class (Mo called coisotropic) ifand only 
if there are no SOOE conditions, i.e., all the primary con­
straints in the Lagrangian formulation. are dynamical ones. 

(ii) If all the primary constraints are of the second class 
(Mo said to be symplectic), then all the primary constraint 
functions in the Lagrangian formulation are SOOE condi­
tions, and there are no dynamical constraints. 

We also remark that in this last situation there will not 
exist secondary constraints in the phase-space formulation. 
In fact, the comment after formula (5.14) shows that the 
energy function is FL-projectable, that is, there exists a func­
tion HEC 00 (Mo) such that HoFL = EL. Let the submani­
foldj: Mo-+ T*Qbe symplectic. If X is the vector field solu­
tion of the equation i(X)j*O = dH, thenj.X is a solution of 
j*{i( Y)O} = dH thatisjusttangenttoMo, and consequent­
ly there are no secondary constraints in the Hamiltonian 
formulation. 

Besides the aforementioned relationship between the 
dynamical or SOOE Lagrangian constraints and the first- or 
second-class primary constraints, respectively, there exists a 
well-known correspondence between the dynamical Lagran­
gian constraints and the secondary Hamiltonian ones, ob­
tained by making use of the pullback FL *. Therefore there is 
a local basis 14 of FL-projectable Lagrangian constraints de­
fining the submanifold PI ofTQsuch thatFL(PI) = MI' On 
the contrary, if SI is the submanifold defined by both the 
dynamical and the SOOE Lagrangian constraints, it can be 
seen that FL(SI) = FL(PI) = MI' (The proof is similar to 
that of Proposition 3 in the paper by Gotay and Nester. 15) It 
means that every SOOE Lagrangian constraint is not FL­
projectable. Finally, while ker FL. is tangent to PI' we can 
only assert the SI tangency for the elements of S(ker wL ). 

Moreover, if there is no SOOE Lagrangian constraint trivial 
on PI' then each ZEker FL. - S(ker wL ) will be not tan­
gent to SI' 

VII. EXAMPLES 

In this section we shall carefully examine, using the 
methods developed in this paper, some simple examples that 
were discussed in several previous papers. In the first place, 
we should mention an example in which there are no SOOE 
conditions. This will be the case when (t', At) = 0, for any 
pair of vectors in ker W-for instance, ifit is one-dimension­
al. 
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Example 1: The Lagrangian L is defined in m 3 as fol-
lowsz9: 

L(x,v) = V.V3 + ~(X/X3)' 
The matrix W is given by 

W~[~ ~ H 
and so ker W is one-dimensional. The only primary con­
straint is a dynamical one, a z = X~3 = O. The general form 
of the dynamical vector field on this manifold is 

because ker (Jh is generated by a / axz and a / avz. The SODE 
condition just fixes the value of the parameter A. as Vz. The 
energy function isEL = V.V3 - !(x/x3). In the correspond­
ing Hamiltonian formulation there will arise a primary con­
straint, lP. = P2' and a secondary one, lP = X~3' 

A similar case is the one studied by Frenkel,30 but a 
word of caution is needed because L is not a true Lagrangian 
function. The rank of (J)L is not constant and reduces to zero 
on the submanifold V3 = O. 

The examples of DiStefano, 3. 

L = !(vx 2) + !(x2y) , 

Schafir,32 

L=!(vx -xz+yvz
Z), 

and Cawley, 29 

L = VxVy + !(yvz 2) , 

look very similar to the preceding case. 
Another similar example is that proposed by Christ and 

Lee,33 which in a slightly modified form has recently been 
analyzed by Nardelly and Soldatj34: 

L = Hr + raj - z)Z] - V(r) (r#O), 

because ker W is also one-dimensional, and then the pri­
mary constraint arising in this case, 

a 3=r(0-z) =0, 

is dynamical. The kernel of (J) L is now generated by the vec­
tor fields a / az + a / ao and a / az, and there are no secondary 
constraints in the Lagrangian formulation. In fact, the gen­
eral solution of the dynamics is 

a . a . 2 a r a =r-+(}--(r(} + V'(r) -rzZ)-
a~ ar a(} ar 

[
a a ] a 

+a az + ao +/3 az' 

and r a,/J (0 - z) = O. Thus there are no secondary con­
straints in this approach. In the Hamiltonian counterpart in 
which the momenta are given by 

p, = r, P8 = r(O - z), pz = 0, 

we will find a primary constraint pz = 0 and a secondary 
constraint P8 = 0, but both of the first class. This last fact 
corresponds to the nonexistence of SO DE constraints. 
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Finally, we note that there exist cases with no SODE 
restrictions in which the dimension of ker W is greater than 
1. In the following example, one proposed by Sundermeyer3S 

but slightly modified in order to remove the inconsistency, 
the restriction of A onto ker W vanishes: 

L = !(q.v/) + qzq3 (q. #0). 

There are only dynamical constraints, 

a.=vz=O and a 3=qzq.=0. 

Example 2: Let us consider now a case in which there 
are no dynamical constraints except SODE conditions. An 
example is the one given by Schafir,32 

L = !(v. z - x.z) + XZv3 . 

The matrix W is now 

o 
o 
o 

while the matrix <$I-',A $ v) is regular. Therefore there are no 
dynamical constraints except the following SODE restric­
tions: 

a z = V3 = 0 and a 3 = V2 = 0 , 

the kernel of (J) L being generated by the vector fields a / aV2 
and a / av3. The general solution of the dynamics is 

a a a a 
r=v.--x.-+A.-+p-· 

ax. av. aV2 aV3 

The Hamiltonian counterpart has two primary constraints, 

lP. = pz and lP2 = P3 - qz , 

which are of the second class at this level. This situation 
corresponds to the case studied in (ii) of Theorem 4, and, as 
indicated there, neither dynamical primary constraints in 
the Lagrangian formulation nor secondary ones in the Ham­
iltonian approach will arise. The same assertion is true for 
the analogous case studied by Nesterenko and Chervya­
kov,36 

L = !(v/) - V~3 • 

Example 3: A simple example of mixed type with both 
dynamical and SODE restrictions is 

L = v/ + q3V4 + q/ + q/ , 

in which ker W is three-dimensional. There is a dynamical 
constraint, 

a z =q2=O, 

but there are two SODE restrictions as well, 

a 3 = V4 = 0 and a 4 = q4 = 0 . 

In the Hamiltonian approach, three primary constraints cor­
responding to the three dimensions of ker W, 

rP. = pz = 0, rPz = P3 = 0, rP3 = P4 - q3 = 0, 

and just one secondary constraint, 

rP4 = qz = 0, 

will arise, since there is one dynamical constraint in the La­
grangian formulation. The two SODE restrictions have no 
counterpart in the Hamiltonian formulation. 
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A conjecture of Gallavotti and Marchioro [J. Math. Anal. Appl. 44, 661 (1973)] is proved by 
using symplectic techniques. 

I. INTRODUCTION 

The Hamiltonian of the classical system that we consid­
er here is 

1 m g2 11 m 

H=- L .v7+- L 2 +-,p LX;, 
2;=1 2;oFj(X;-Xj ) 2 ;=1 

for the symplectic form fJ) = 1:;"= 1 dx; A dy, on the manifold 
T*W, 

W= {XeRmlx; - Xj#O, i#j}. 

The corresponding quantum operator is 

"'- h 2 m a2 g2 1 A 2 m 2 

H=-L-+-L 2+-L x" 
2 ;=1 aX; 2 ;oFj (XI Xj) 2 ;=1 

This m-body model on the line has been studied by Calo­
gero l and Sutherland,2 and in the classical case by Adler,3 
Calogero. 1 Kazhdan, Kostant, and Stemberg.4 Moser,!; and 
Olshanetsky and Perelomov. 6 

The classical system is completely integrable in the 
Liouville sense. The level hypersurfaces of the Hamiltonian 
are compact and so there are invariant tori; we propose to 
compute the action-angle coordinates for this model. 

In the quantum case the Hamiltonian has a discrete 
spectrum which has been determined by Calogero. 1 Galla­
votti and Marchior07 then proved that the semigroup gener­
ated by H can be computed by the Feynmann-Kac formula 

"'-
and they deduced the limit limh _ o (217M'" Tr(exp - PH). 
From the expression they found for the integral 
f dx dye exp - PH). they proposed a conjecture on the clas­
sieal system. We use here the Amol'd formula and the 
theorem of convexity of the image of the moment map8.9 of a 
symplectic action of the torus to prove the conjecture as it 
was announced in Ref. 10. 

Theorem: There is a global symplectic transformation, 
defined on the complement of an analytic set of codimension 
2,1:. 

F: T*W -1:-R~ XTm 

(x,y)-(1/,S) 

so that 

F*H=A f k1/k + Agm(m -1) , 
;=1 2 

forg>O. 

II. THE LAX PAIR 

Hamilton's equation txfJ) = dH defines a vector field 
whose flow is a solution of 

Adler and Moser proved that (1) implies 

1.= [A,L] _A 2X and X= [A,x] +L, 

with 

Lij =y;8ij + 11 - 19l(x, -xj)(l- 8ij)' Xij =x;8ij' 

A .. = 11 _ 18 .. ~ g + (1- 8ij)(gV -1) 
IJ IJ £.. ( )2 ( )2 koF; X, -Xk Xi -Xj 

We define a matrix UU) (Ref. 5) such that 

U=AU and U(O) =Id. 

(1) 

(2) 

(3) 

(4) 

We use yet) = U(t)XU(t) -I, the conjugate of X. by 
the flow of A. 

and 

The Lie formula gives 

:Y(t) = U(t)(X - [A,x])U(t)-1 = ULU- I 

Yct) = U(t)(1. - [A.L])U(t)-1 = - A 2UXU- I
• 

So we get 

Yct)= -A 2 Y(t), 

which gives by integration 

Y(t) = Y(O) cos At (:Y(O)I A )sin At. 

(5) 

(6) 

Equation (6) determines completely the flow of ( 1 ) be­
cause the positions X; are the eigenvalues of the matrix Y( t). 

From (6). we easily deduce that 

Y(t)2 + (1/ A 2) :Y(t)2 = X(O)2 + L(0)2 I A 2, 

and that the matrix P = A 2 X 2 + L 2 is isospectral. 
In fact we can check that 

p= [A,P]. (7) 

We have a Lax pair for the flow. Let us introduce 
(F1 .... ,Fm ). the eigenvalues of P. 

III. THE ACTION ANGLES OF THE CALOGERO-MOSER 
SYSTEM WITH AN EXTERNAL QUADRATIC FORCE 

We follow the presentation of Kazhdan, Kostant, and 
Stemberg.4 The group G = U(m,C) defines a symplectic ac­
tion on the cotangent bundle of its Lie algebra 
T *g ~g EEl g* =g EEl g equipped with the canonical symplectic 
form 
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!l = Tr(dXl\dY) = LdXijl\d~;. (8) 
i.j 

This symplectic action has a moment map'll: 
(X,Y) --+ [X,y], where [X,y] is seen as an element of g* 
through the identification g "",g*. 

Kazdhan, Kostant, and Sternberg build the reduced 
space '11- I ( f.L) I G,." where f.L is defined by the matrix 
f.Lij = yI - Ig(1 - ~ij)' Here G,.,is the isotropy subgroup 
of f.L. 

A fundamental result of Ref. 4 is the following lemma. 
Lemma (Kazhdan, Kostant, and Sternberg): The ele­

ment X of g can always be diagonalized by a transformation 
of Gw 

This lemma implies that the reduced space '11- I ( f.L) I G,., 
can be parametrized by the couples (X,L)Egxg such that 

Xij = x;~ij and [X,L] = f.L. (9) 

We find that the nondiagonal terms of L are necessarily 
oftheformLij = yI - Igl(x; -xj ). 

The diagonal terms of L left undetermined by relation 
(9) will be denotedy;. The symplectic form is then 

m 

OJ = tr(dX I\dL) = L dx; I\dy;, 
i= 1 

and we find the data (3) with the Hamiltonian 

H = ~Tr(A 2X2 + L 2). 

(10) 

We begin now the computation of the action angles by 
introducing "matrix polar coordinates." 

By relations (3), we see that yI - IX and yI - lL are 
elements of the Lie algebrag. We use the matrices (which are 
not ing) 

Z = AX + yI - lL and Z = AX - yI - lL. (11) 

Given a matrix M, we denote by M * the matrix whose ele­
ments are the complex conjugates of the corresponding ele­
ments of M. We find that 

Z= 2*. 

We then show that 

P= ZZ + yI - tAf.L. 

We introduce the matrix S 

S=ZZ=Z'Z*. 

(12) 

(13) 

(14) 

The eigenvalues of S are functions of the eigenvalues of P and 
so they are constants of the motion. This implies that Sis also 
a Lax matrix for the flow. 

Let ql, ... ,qm be the eigenvalues of Z (note that they are 
not necessarily real) and Q = diag(ql, ... ,qm)' Let 0'1 be the 
analytic set of real codimension 2 which is the locus where Z 
has multiple eigenvalues. There is a matrix V analytic and 
invertible on T* W - 0'1 so that 

VZV- I =Q. 

Let us denote PI'''''P m the diagonal elements of VZV - I; we 
have 
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OJ = tr(dX I\dL) = (lilA yI - l)tr(dZl\dZ), 

tr(dZl\dZ) = tr(dV ZV-Il\dVZV- I ) 

m 

= L dq; I\dp;. 
;= 1 
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Let 0'2 be the analytic set defined by ql, ... ,qm = det Z = O. 
Let us observe that this set is also of real codimension 2. 
We introduce on T* W - 0'2' the matrix log( Q) 
= diag(log ql, ... ,log qm), by choosing a logarithm on C*. 

We observe that we have, on T* W - l:(l: = 0'1U0'2) , 
m 

(2y1 -tA)OJ= L dlogq;l\d(p;q;) 
;=1 

= tr(dlog Ql\dVSV- I ), 

(2y1 - tA)OJ = tr(dV-Ilog QVl\dS). 

Now we use the fact that S (yl - IS belongs to the Lie 
algebra g) can be diagonalized by an element T of the unitary 
group. Let AI, ... ,Am be the eigenvalues of S; we can write 

(2y1 - tA)OJ = tr(dT V-I log QVT-1I\dT ST- I ), 
m 

(2y1 - tA)OJ = L dA; I\d/3;. 
;=1 

where /3; = TV - I log Q VT if I appears as well-defined and 
has a ramification oflogarithmic type when the point (x,y) 
varies along a loop around 0'2' We use in the following the 
variables S; = /3;/(2y1 - tA) so that 

m 

OJ = L dA; I\ds;· 
;= I 

We deduce from (6) that all the orbits of the Calogero­
Moser system with a quadratic external potential are period­
ical of period (not necessarily primitive) 217/ A. The equa­
tion of the flow can be written using the variables (A;,s;), 

A; =0, t; = ~ 
hence 

Sj = Sj(O) + ~t. 
The flow is periodical of period 217/ A, so we must identify 
Sj (0) and Sj (0) + 1TI A. 

This shows that the variables {}j = lASj are angular 
variables. We have now proved the following proposition. 

Proposition: Let us introduce l:j = (¥)~; the variables 
(l:j,{}j) define a system of action-angles coordinates for the 
completely integrable Hamiltonian that we consider. If we 
use the one-form 'TJ = l: 1= I (lilA) Aj d{}j and the classes 
Yj (c) of the paths {l:j constant, {}; (ii=j) constant, and 
0';;;{}j.;;;21T} in the cohomology group HI(F-I(C),Z) we can 
check the Arnol'd formula 

L = f 'TJ. 
j Jrj(C) 

We have that H = (FI + ... + Fm )/2 and the lemma 
gives H = (AI + ... + Am )/2 by invariance of the trace. 
We get then H = A(l:1 + ... + l:m). 

IV. PROOF OF THE GALLAVOTTI-MARCHIORO 
CONJECTURE 

The end of the proof of the conjecture is based on an 
application of the theorem of the convexity of the moment 
map,8,9.11 both in its local and global part. 

We used the fact already proved in Ref. 12 that the Calo­
gero-Moser system with a quadratic external potential is 
collective for the symplectic action of the torus. We proceed 
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separately in each component of the Weyl chamber. Let us 
consider, for instance, the component defined by 
x, < X 2 < ... < xm • The function H is convex, so it has only 
one critical point in this connected component and it is a 
minimum. It has been determined by Calogero in Ref. 13 as 
the point C, 

y; = 0, x; = x? (ith zero of the Hermite polynomial 
of degree m). 

The value of H at this point is H 0 = ,igm (m - 1) /2. 
We begin by performing a translation of the action vari­

ables 
~;-+~; + ~?, 

where ~? is the value of~; at the point C. 
After this translation, the point Cbecomes the origin of 

the coordinates o. 
We use then the theorem of Ref. 11 (Sec. 32) which 

shows the existence in a neighborhood of 0 of a system of 
symplectic coordinates (x,y) so that 

m 

H= L Ilk (xi +yi)· 
k=' 

The Ilk are necessarily positive since H has a minimum at o. 
In Ref. 13 Calogero determined the eigenvalues of the Hes­
sian of H at the minimum as being Ilk = k. 

By a local analysis, we see that the actions given by the 
proposition are obtained from the local data 

1]k =xi + yi 
by a transformation J: (1]" .•• ,1]m) -+ (~" ••• '~m) which be­
longs to Sl(m,l). We deduce from this fact that the local 
data have J -, (~" ... '~m ) as a global extension that we still 
denote by (1]" ... ,1]m ). The Arnol'd formula and a change of 
base in H, (F - , (c) ,ll allows us to make explicit this transfor­
mation J. Let Y; -+ Y; be the change of base, so that Yj 
= ~7'=jY;' and 1]-+1]' the change of one-form defined by 

1]' = 1] - ~7'=-,'g~? dfJ, the actions 1]; correspond to 
(1]',y; ). 

The variables (1]" .•• ,1]m) can be used instead of the vari­
ables (~" ... ,~ m ). The fundamental theorem of Refs. 8 and 9 
tells that the image of the moment map is the convex hull of 
the critical values if the manifold considered is compact. 
There is no general statement known about the noncompact 
case. But the convexity theorem is true for systems for which 
the stationary phase formula is exact. '4 We have shown in 
Ref. 12 that the stationary phase formula is exact by an adap­
tation of the Berline-Vergne proof. 

We deduce that the range of (1]" ... ,1]m) is a cone of 
vertex O. 

The intersection of this cone with a neighborhood U of 0 
is equal to lR~ n U since locally 1] k = xi + ri. Consequent­
ly, the cone is lR~ and the variables 1]k vary independently 
from 0 to + 00. 

The angular variables S k· associated to 1] k are a priori 
multivalued analytic functions on the open dense set com­
plement of the algebraic set of codimension two~. They vary 
between 0 and 21T on this open dense set. The fact that they 
may have singularities on a residual set does not prevent 
from using them to compute the canonical partition function 
of H. This ends the proof of the conjecture of Gallavotti and 
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Marchioro. 7 An important consequence of the solution of 
this problem is that the spectrum of the quantum system 
computed by Calogero' coincides with the approximation 
given by the geometric quantization. 

V. CANONICAL PARTITION FUNCTION OF THE 
HIGHER-ORDER INTEGRALS OF THE MOTION 

The formula of the stationary phase gives an approxima­
tion to the sum Z( f3) = f v exp( - f3H)O, where H is a 
function defined on a manifold Vand 0 is a volume form on 
V. This approximation is exact when Vis symplectic and His 
collective for a Hamiltonian action of the torus on V. When 
H is collective, there is a collection of m functions 
(2m = dim V): ~"~2' ... '~m so that H =~, + ... + ~m 
and so that the Poisson brackets {~iI~j} vanish and the 
Hamiltonian flows of each~; for all i = l, ... ,m, are periodic 
and there is a common multiple T to the periods of all the 
periodic orbits. 

Let us consider the higher-order integrals of the motion, 
H (s) = ~~ + ... + ~:". The Hamiltonians H (s) are no long­
er collective and nevertheless still integrable and we consider 
the computation of their corresponding canonical partition 
functions 

Z (s) ( {3) = Iv exp( - f3H (s»O 

as an important problem of symplectic geometry. 
As a corollary of the proof of the Gallavotti-Marchioro 

conjecture, we get the following theorem. 
Theorem: For the Calogero-Moser with an external 

quadratic force, the canonical partition functions of the 
higher-order integrals of motion are equal to 

Z(S)(f3) = (21T)mf>O d1],···f>O d1]m 

xexp( - f3 k~' (1]k + ... + 1]m + A2 )s). 
This shows the contrasting situation between the simple 
expression of Z( f3) obtained by the stationary phase for­
mula and the sums corresponding to the higher-order inte­
grals.1t suggests that a detailed study of the special functions 
which are iterated of error-functions type would be interest­
ing in relation to this problem of symplectic geometry. 
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The nonrelativistic propagator is derived by formulating the generalized Aharonov-Bohm 
effect, valid for any gauge group in a general multiply connected manifold, as a gauge artifact 
in the universal covering space. The loop phase factors and the free homotopy propagators 
arise naturally. An explicit expression for the propagator when there are two solenoids present 
is given. 

I. INTRODUCTION 

The Aharonov-Bohm (AB) effect 1 has long been an 
intriguing and much discussed topic in the literature. Partly 
based on this effect Wu and Yang2 concluded that electro­
magnetism is a gauge-invariant manifestation of the noninte­
grable phase factor; they have furthermore generalized the 
effect for the non-Abelian gauge fields. A quantitative de­
scription of this effect involves the computation of a propa­
gator for the incident particles and the result, as explained by 
Wu and Yang,2 depends only on the loop variable 
exp [ - ¢ A I' dxP'] . This has been elaborated extensively by 
Horvathy.3 In Ref. 3, a gauge analogous to the U gauge in 
monopole theory is chosen so that the Yang-Mills potential 
is diagonal in the internal SU(2) group space in order to 
facilitate the calculation. It is well-known that because of the 
impenetrable solenoid (we use the term "solenoid" to indi­
cate the source for the gauge fields, whether Abelian or non­
Abelian), the propagator can be expressed as a sum of the 
free homotopy propagators weighted by the nonintegrable 
phase factors corresponding to homotopically distinct 
paths.4

•
5 The purpose of this paper is to generalize the work 

of Refs. 4 and 5 to the non-Abelian case and provide a com­
plementary approach to that of Ref. 3. We also obtain an 
explicit expression for the propagator when there are two 
solenoids present. 

In an idealized setup involving only a single solenoid, 
the incident test particles are confined to a gauge curvature­
free region M, which can be taken as a punctured plane 
R 2 - {o} and is mUltiply connected. Inside the infinitely 
long solenoid located at the origin there resides a strong non­
Abelian gauge field strength FI''' = al'A" - a"AI' 
+ [AI',A,,]. The multiple connectedness of M is necessary 

for observing the AB effect since every flat connection (that 
is, with null curvature) defined on a simply connected mani­
fold is trivial. 6 In other words, on a nonsimply connected 
space a nontrivial gauge field may exist with a vanishing field 
strength. One can deal with a multiply connected space M 
through its covering space, in particular the universal cover­
ing space M.4.5 One has M = M fr, where r is a discrete 
group of diffeomorphisms of M and has no fixed point. Sin­
gle-valued functions on M can then be lifted to functions 
constant on fibers in M. By lifting paths on M to M, we shall 

see that the lift of a nontrivial connection on M is trivial on 
M. 

It should be noted that a gauge transformation U{.x) of 
AI' (x) = 0 on the universal covering space M can descend to 
M in three different ways. 

(i) The first way is when U(x) is constant on the fibers 
and can therefore be projectable to be a well-defined single­
valued gauge transformation on M. This corresponds to no 
AB effect. 

(ii) The second way is when U(x) is not projectable, but 
nev~r!.heIzss gives rise to a projec,.!.able gauge field AI' (x) 
= u al' U -I. An example is that U(X) is quasiperiodic on 
the fibers. This may result in the AB effect on M. Conversely, 
a gauge field producing the AB effect on M can be lifted to a 
trivia.! gauge field AI' = UJI' U -I, but with a ~onproject­
able U. The fact that the gauge transformation U(x) in the 
universal covering space M is not constant on its fibers re­
sults in a nontrivial phase factor connecting any two differ­
ent points of any single fiber, which is necessary for observ­
ing the AB effect. 

(iii) The third way is when U(X) is a nonprojectable 
gau~e_ tr~nsformation and the resulting pure gauge AI' 
= U a I' U - 1 is also not projectable. 

II. PATH-INDEPENDENT PHASE FACTORS IN THE 
COVERING SPACE 

In the region M outside the solenoid, the gauge field 
potential is well defined and locally can be written in the 
pure gauge form 

AI' = U al' U- I (1) 

since in M, FI''' = O. Expression (1) implies that the gauge 
transformation U(x) can be written as a non-Abelian phase 
factor 

U(x) = exp( - i~ AI' dxP'). (2) 

where the path ordering is always understood and Xref is a 
fixed reference point. For the AB effect there is a strong flux 
through the origin of M and, consequently, it is not true that 
along any closed loop c, 
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-I 
P (x): fiber over x 

x 

FIG. 1. This figure is used to establish Eq. (10). Here x' and x· are on the 
fiber over x and c" i = 1,2,3, are paths in M, where F/,v = o. 

exp - fA". dx'" = /(identity). (3) 

This prevents us from writing A". globally as a pure gauge 
form. However, A". can still be written as in expression (1) 
everywhere on M except along a line extending from the 
origin to infinity. In this case, the gauge transformation is 
singular along that line. This does not mean that A". is singu­
lar on the half-line; instead it just means that A". cannot be 
written as a pure gauge form along the half-line. It must be 
stressed that A". is nonsingular everywhere on M. 

Since A". and F".v are regular everyw.!!ere on M, they can 
be lifted to be universal covering space M of M: 

F~lV(X) =F".v(x) =0, 

A". (x) = A". (x). 

(4) 

(5) 

Here x is the projection of x, P(x) = x, or x is any point on 
the fiber over x~. As M is simply co~nected and F".v = 0 
everywhere on M, the lifted gauge field A". can be written as a 
pure gauge form globally: 

A". (x) = U(x)a".U(x)-I, 

with 

U(X) = exp ( - i~ A". (x)dXi' ) . 

(6) 

(7) 

By the non-Abelian Stokes theorem,7 U(X) is path indepen­
dent and single valued on M: 

exp (-i A". dF) = /, (8) 

where c is any closed path in M. 
Note that AI' (x) is constant on the fiber over any xeM, 

that is, it is p!:,.ojectable to a single-valued pot~tial A". (x) on 
M although U(X), which is defined only on M, needs not be 
constant on the fiber. Indeed, for any two preimage points, 
x',x"eP -I(X), U(x'),and U(x") have a simple relation. On 
M and using Fig. 1, it is easy to see that 
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FIG. 2. Thederivation ofEq. (14) is illustrated. The location of the pointX~ 

on the fiber over x I determines the homotopy class [c J of the closed path cin 
M. 

exp ( - f:" AI' dx"'lc) 'exp ( -l~ AI' dFI c) 
= exp ( - f~ A". dFlc)' (9) 

The particular paths ci are not important since Eq. (8) is 
satisfied on M. From Eq. (7), it follows that 

U(x")U-I(x') = exp ( - i~" A". dFI,J· (10) 

Since x', x" eP -I (x), it is clear thatP(C2) is a closed path cin 
M, although C2 is not closed in M. As A". (x) = A". (x), we 
can write 

exp ( - f:" A". dF) = exp ( - f AI' dx'" ), ( 11 ) 

which depends only on the homotopy class [c] of the path c, 
where [c] is an element of the fundamental group 17'1(M) of 
M. Note that 17'1 (M) is isomorphic to the discrete group r of 
diffeomorphisms of M. 

Ill. THE PROPAGATOR 

We proceed to calculate the nonrelativistic propagator 
K(X2,t2;XI ,tl ), for the AB effect in M: 

Consider a partial propagator for an arbitrary path a on M: 
Ka (X2,t2;XI ,tl ). The path a can be decomposed as P'c, 
where P is a reference path in M and c is a closed path. 
Assigning a particular preimage XI to XI' there is a unique 
lifted pathS a = p. C from x I to X2' The partial propagator Ka 
on M can then be lifted to the covering space such that 

( 13) 

Since AI' as given by Eq. (6) is a gauge transform of A". = 0 
on M, Klz is simply the gauge transform of the free propaga­
tor K ~ and may be evaluated with the help of Fig. 2. One has 
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= [exp( - f;' AI' dJcP I J ] K~ (X2,t2;xl ,tl ) 

= [exp( - I:' AI' dJcP I p) ][ exp( - i~1 AI' dJcP I J ] K~ (X2,t2;XI,tl ) 

= [exp( - f:' AI' d#jJ][ exp( - i AI' d#) ]K~ (X2,t2;XI,tl )· (14) 

The point x~ in if is on the fiber over x 1 and its location on 
the fiber determines the homotopy class [c). Writing the 
nonintegrable phase factor along the reference path {3 as B, 
we obtain, from Eqs. (13) and (14), 

K(X2,t2;XI,tl ) = L L Ka (X2,t2;XI,tl ) 
[c)u·,(M) a=p·c 

ce[c) 

=B L L [exp(_iAl'd#)] 
[c)e",(M) a=p·c ! 

ce[c) 

(15) 

The first summation over paths a is performed by summing 
over all closed paths c within a homotopy class [c); this is 
then followed by the summation over all homotopy classes of 
1T1(M). The loop variableexp( - ~cAI' d#) depends only 
on the homotopy class [c). Factoring out the free propaga­
tor K ~ along the reference path {3, the final result is 

K(X2,t2;X.,tl ) = B' L [exp( - i Al'd#)] 
[c)e",(M) ~c) 

x } K~(X2,t2;XI,tl)' (16) .:rc) 
where B' is the product of B and the free propagator along 
the reference path {3. Note that in the above discussion M 
needs not be R 2 - {o}, as indicated in Fig. 2; the result ( 16) 
is in fact valid for any multiply connected space M; and 
1T 1 (M) may be non-Abelian. For the single solenoid, 1T 1 (M) 
is Abelian, its elements are labeled by integer n, and Eq. (16) 
can be rewritten as 

" 
where we have defined 

K~ (X2,t2;Xlt l ) = } K~(X2,t2;XI,tl) (18) 
ce"'rn) 

and cP denotes the closed loop phase factor when n = 1. 
Equation (17) is same as that given by Refs. 3-5. The loop 
variables exp( - ~cAI' d#) are elements of the holonomy 
group from 1T1 (M) to the gauge group. 

In summary, the partial propagator along a path in the 
multiply connected space M is lifted to the universal cover­
ing space if, where it can be regarded as a gauge transform of 
a free partial propagator. The phase factor in if is path inde-
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e.endent since the field strength FI''' vanishes eve~here and 
M is simply connected. An open path (chain) in M with two 
end points on the same fiber is projected to Mas a closed path 
(cycle). Thus the loop variable exp( - ~AI' d#) emerges 
naturally in expression (16). Because this loop variable as­
sumes different values for different homotopy classes due to 
the mUltiple connectedness of M, we have the AB effect. We 
note from Eqs. (10) and ( 11 ) that there will be no AB effect 
precisely when li(x") = li(x'), that is, if li(x) is constant 
on fibers and hence projectable. 

IV. TWO OR MORE SOLENOIDS 

The result (16) is valid for any multiply connected 
space M and any gauge group G, although, in our derivation, 
we have made use of Fig. 2, which tends to suggest that M is 
R 2 - {a} and 1T1 (M) is Abelian. We now consider the case 
of k solenoids; M is then equivalent topologically to a plane 
with k disks removed. For the case k = 2, M is equivalent to 
a figure eight. The fundamental group 1T1 (M) is non-Abe­
lian and is the free product of Z· Z·· ..• Z of k copies of the 
infinite cyclic groUp.8 As an illustration for the non-Abelian 
1T1 (M), we discuss the two-solenoid case. Every closed loop 
in M is homotopic to the combination c~ 'c~ or c~ . c';', where 
c 1 and C2 are closed loops going once around the solenoids 1 
and 2, respectively. Thus from Eq. (16) we obtain 

K(X2,t2;X 1t l ) =B' L.± [exp(_i Al'd#)]" 
lI,m I,} = 1 Yrc,] 

i#j 

L K~(X2,t2;XI,tl)' (19) 
re[ c7· ctl 

Note that knowledge of the fundamental group 1T1 (M) is 
needed in order to write down the more explicit propagator 
(19) from Eq. (16). 

V.COMMENTS 

We now proceed to make a few remarks. 
(i) On substituting Eq. (16) into Eq. (12), we immedi­

ately have 
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where 

t/ftC) (X2,t2) =f I K~ (X2,t2;XI,tl ).p(XI,tl )dxl · (21) 
ce[c) 

Expressions (20) and (21) can also be written in the cover­
ing space M. Expression (20) has appeared in the literature 
before9 and indicates that the wave function at the detector 
in the generalized AB experiment is th~ sum of "partial am­
plitudes" weighted by different nonintegrable phase factors. 

(ii) Surveying the literature, we found that Eq. ( 16) has 
also been discussed in Ref. 10. However, the starting point of 
Ref. 10 is to assume that the propagator is given by 

K(x2.Y2;XI ,tl ) = (",<1

2

) (exp fA; dx;1 )eXP[iS(r)], 
J","(t") r 

where S(r) is the free action, whereas in our approach we 
start by lifting a partial propagator along a path to the uni­
versal covering space. 

(iii) The Wong equation 11 describes the motion of a 
particle with an internal non-Abelian charge interacting 
with an external Yang-Mills field 

dxP 
(apl + ad(Ap )1) dr = 0, (22) 

where 1 is the non-Abelian charge vector. On the space M, 
one can solve Eq. (22) by parallel transport: 

I(x) = ad [exp( - f~ Ap dxPIJ]I(Xo), (23) 

where I(x) is dependent on the path from Xo to x. For paths 
a l and a2 such that a 2-

la l is a closed path in M, the internal 
vector 1 transported along paths a I and a 2 differ by the Wu­
Yang factor, a fact used in Refs. 3 and 12 to discuss the non­
Abelian AB effect. Equation (23) can also be obtained in the 
universal covering space M. On M the gauge field is a pure 
gauge everywhere, Ap = e/i; p U - I, and the Wong equation 
becomes 

1157 J. Math. Phys., Vol. 29, No.5, May 1988 

(apl + uap u -II) dxP = o. 
dr 

Equation (24) can be simplified to 

ap(U-II(x») = 0, 

giving 

I(x) = ad(U(x) U-I(xo»)I(xo), 

which is the same as Eq. (23). 

(24) 

(iv) From expression ( 16), we confirm the viewpoint of 
Ref. 2 that the classes of nonintegrable phase factor provide 
a complete description of the physical situation. Consider 
two g~uge f!..eld~ A..Jl and A ~ ~n M, ~it~ t~e corresp£nding 
lifts Ap = V Jp V-I and A ~ = V' ap V'-I in M; the 
fields are gauge transformable to each other in Miff g(x) 
= U I (x) U - I (x) is projectable. One can verify, using Eqs. 
(10) and (11), that this happens if the nonintegrable phase 
factors exp( - ~Ap dxP) and exp( - ~A ~ dxP) belong to 
the same conjugate class. Hence no experiment in M can 
differentiate between the two nonintegrable phase factors. 
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Suppose that the state of a system of N n-Ievel atoms is given by a tensor product of N identical 
density matrices. The exact formulas are presented that describe the probability that such a 
system may be found in a pure state with a given symmetry with respect to permutations of 
atoms. The asymptotic form of these probabilities valid for large N is also derived. 

I. INTRODUCTION 

The origin of the problem solved in the present paper 
may be found in the theory of collective phenomena in quan­
tum optics like superradiance,I-3 subradiance,2-4 and limit­
ed thermalization.5 In the simplest mean-field model used in 
this theory the interaction of the system of N n-Ievel atoms 
with an electromagnetic field is invariant with respect to per­
mutation of atoms. On the other hand the N-atomic states 
span the whole N-fold tensor product Hilbert space because 
the spatially separated atoms are treated as distinguishable 
objects. 1 Hence in principle the states with arbitrary symme­
try with respect to permutation of atoms may occur.3.4 As a 
consequence the probability that the atomic system may be 
found in a state with a given symmetry with respect to per­
mutations is a constant of motion. This is a very strong re­
striction on the time evolution of the system. One can use 
this property to estimate the energy emitted in a superra­
diance pulse for different initial conditions4 and to describe 
the form of the corresponding final states (subradiance and 
limited thermalization4

•
5

) in terms of the probabilities men­
tioned above. We shall show in the present paper that these 
probabilities may be exactly calculated for the initial states 
being tensor products of N identical density matrices. Such 
states are often proposed as initial states of the atomic sys­
tem. 3

,4 The obtained formulas are rather complicated and 
therefore the asymptotic expressions valid for N -+ 00 will be 
derived also. One should mention that the discussed problem 
was formulated and partially solved in Ref. 4 for the case of 
two-level atoms. 

II. MAIN RESULTS 

The Hilbert space for a single atom is denoted by 
.37"" = en while the Hilbert space of the N-atom system is 
.37""(N) = ® N.37"" = c(n

N
). By peN) we denote a state of the 

atomic system given by a tensor product 

peN) = ® p. (2.1 ) 
N 

We choose in.37"" an orthonormal basis {Ik); k = 1,2, ... ,n} 
which diagonalizes the density matrixp, 

n 

p= I Pklk)(kl· (2.2) 
k~1 

Now, we recall some standard definitions and results of the 
group theory.6-8 

By A (N) we denote the set of Young frames 

..1= (A1, ... ,An), Ak = 0,1, ... ; Ak>Ak + I; l:k~ 1 Ak = N. For 
any standard Young tableau Tia

) (a labels different stan­
dard tableaux associated with A) we have an idempotent 
operator e( T ia

» projecting on the subspace 
L i a) = e( T i a) ).37""(N) of the "tensors of a given symmetry 
type." Here {L ia

)} are carrier spaces for the irreducible rep­
resentations ofGL(n), U(n), SU(n), which are equivalent 
for a fixed A. Because L ia ), L <JI) are generally not orthogo­
nal one may replace them by the orthogonal subspaces 
.37""ia>, which remain the carrier spaces for GL(n), etc. 

Our problem is to find the probabilities tr(p(N)Q i a», 
tr(p(N) Pia», tr(p(N) P).) where Q i a), pia), P). are orthogo­

nal projectors on L i a), .37""ia), and Ell a.37""ia), respectively. 
Due to the invariance of a trace to a similarity transforma­
tion one obtains 

tr(p(N)Qia» = tr(p(N)Pia» =ff(A)-1 tr(p(N)p).), 
(2.3 ) 

whereff(A) is a number of standard tableaux for a fixed A 
and is given by (see Ref. 7, p. 191, Ref. 8, p. 123) 

A/' 1 N!II7<j(V; - vj ) . 
./r(/I,)= , vj=Aj+n-j. (2.4) 

VI!V2!·· ·vn ! 

Assume first that p is not strictly positive and hence say 
p, + 1 = p, + 2 = ... = P n = 0 for a fixed r, 0 < r < n - 1. 
Therefore the searched probabilities may be different from 0 
only if ..1= (..1 1, ... ,..1,,0, ... ,0). Moreover the nonzero contri­
bution comes from the vectors of the type 

n 

1tJ!) = I ck, ..... dkl'· .. ,kN) (2.5) 
k" ... ,kN~ 1 

with the coefficients satisfying the condition Ck ..... ,k
N 

= 0 if 
any ks = r + l,r + 2, ... ,n, s = 1,2, ... ,N. It follows that the 
problem can be reduced to the lower-dimensional case with 
.37"" = C' and hence we assume always that 

Pk > 0, k = 1,2, ... ,n. (2.6) 

For a given set of eigenvalues PI,p2, ... ,pn we define the se­
quence of natural numberslll"u2, ... ,lln' Letpk be a degener­
ated eigenvalue with the multiplicity d k and let the value of 
Pk appear Wk times in the sequencepl,p2, ... ,pk' Then we set 

Ilk = dk - Wk . (2.7) 

Now we are able to formulate the first theorem. 
Theorem 1: With the notation and asumptions as above 
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(i) tr( ~P Q ia ») = tr( ~P Pia») = det A/det r (2.8) 

and is independent from a, 

Remark: For the density matrix P with nondegenerated 
eigenvalues Akl = p;. + n - k and det r is the so-called Van­
dermonde determinant equal to 

n 

det r = II (Pi -Pj)' (2.12) 
i<j=2 

Here g; (A) = tr( ® NP p;.) defines a probability distribu­
tion on the set A (N) of Young tableaux. The formula (2.9) is 
rather complicated and not very transparent. Therefore it is 
worthwhile to derive a simpler asymptotic formula valid for 
N-oo. 

We introduce the following notation: (i) PI >P2> ... >Pn 
is the reordered set of the eigenvalues PI,p2, ... ,pn; 

.. f;-(N) Ak -Npk k 12 
(11) ~ k = (Npk (1 _ Pk »1/2 ' =, , ... ,n - 1, 

(2.13 ) 

denote n - 1 standardized random variables on NN), (iii) 
the degeneration of PI,P2, ... ,Pn is taken into account by intro­
ducing {Pal and {da}, a = 1,2, ... ,s<n, such that 

PI =PI = ... =Pd" 

P2=Pd,+1 = ... =Pd,+d" 
(2.14 ) 

and (iv) Dais a subset of consecutive natural numbers, 

D, = {1,2, ... ,d,}, 

Da ={(d, +d2 +'" +da_ , + 1), ... , 

(2.15 ) 

for a = 2,3, ... ,s. 
Theorem 2: Let F(N)(X I ,x2, ... ,xn_1 ) denote the prob­

ability that 

S IN)..;x ,, S ~N)<X2'''''S ~J\T!t ,,;xn - 1 • 

Then 

lim F(N) (X I ,X2, ... ,xn -I) 
N-oo 

1159 

s 

XXo (Y1'Y2,· .. ,yn - I) II II (Yi - Yj)2 
a= 1 I<i<j<n 

ijeDa 
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(ii) tr( ~P P;.) = N(A)det A/det r, 

where A = (Akl ), r = (r kl)' k,1 = 1,2, ... ,n, 

for III = 0, 

for III >0. 

{
I n-I } 

xexp -- L AklYkYI , 
2 k,l= I 

(2.9) 

(2.10) 

(2.11) 

(2.16) 

where (a) Xo (.) is a characteristic function of the following 
subset of Rn 

- I: 

n = { (YI'Y2"" ,Yn _ I );YIER; Yk ER if Pk <Pk - 1 

or Yk";Yk-1 if Pk = Pk-I for k = 2, ... ,n, 

k,/ = 1,2, ... ,n - 1; 

(c)./Y = (211") - (n - 1)I2(det n -lp~/2 
n-I 

X II (1-Pk)-I12 II (Pa _pp)dA 3 

k=1 a<p 

a 

(2.17) 

(2.18 ) 

Remarks: The heuristic meaning of Theorem 2 is the 
following: For large N and in the case of nondegenerated 
eigenvalues {Pk} the probability distribution g; (A) has a 
sharp maximum roughly corresponding to X ~ (Npl' 
Np2, ... ,Npn)' which lies in the interior of A (N) and the Gaus­
sian shape with a width proportional to N 1/2. For degenerat­
ed eigenvalues the point X lies on the boundary of A (N), the 
maximum of g; (A) is shifted into the interior at the distance 
proportional to N 1/2, and the shape of g; (A) is modified by 
the presence of the polynomial term. 

III. PROOFS OF THE THEOREMS 

We use the definitions and notation introduced in the 
previous section. 

It follows from (2.3) that it is enough to calculate 
tr( ® NP Q ia » for arbitrary a, say a = 1. The subspaceL il) 
may be constructed as follows. Let jf"T) denote a set of 
standard sequences K = (k l ,k2 , ••• ,kN ) such that 
kj = 1,2, ... ,n are distributed in the Young frame in nonde­
creasing order in every row from left to right and in increas­
ing order in every column from top to bottom and the indices 
of {kj } form the standard tableau Til). The subspace L i I) is 
spanned by the linearly independent vectors of the form6-8 

(3.1) 
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The vector Ik 1,k2, ... ,kN ) corresponds to a standard sequence 
K = (k l ,k2, ... ,kN )e%iO . For any Ke%ilJ we define a se­
quence of natural numbers N iK ), N iK

) , ... ,N ~K) such that 
N ;K) describes how many times the number kJ = r appears 
in the sequence K = (k l ,k2, ... ,kN ). 

The subspaceL i 1) may be decomposed into an orthogo­
nal sum of subspaces 

L il) = Ell L iO(NI ,N2, ... ,N,,), 
(N,.N, •...• N.) 

(3.2) 

1J!V.= N 

where L i1)(NI ,N2, ... ,Nn ) is spanned by the vectors given 
by Eq. (3.1) with Ny) =~. Obviously for 
lip )eL i1)(NI ,N2,· .. ,Nn ), 

(3.3) 

Lemma: Let P be a Hermitian matrix on en with nonde­
generated eigenvalues 0 <Pk < 1, k = l,2, ... ,n. Then 

tr( ®p Qil » = det A/det r , (3.4) 
N 

with A, r given by (2.10), (2.11), respectively, and It k = 0 
for k = 1,2, ... ,n. 

Proof: The proof will be done by induction with respect 
to n. For n = 1 the formula (3.4) is obviously valid. We 
assume the validity of (3.4) for dim K <no Then for the 
dimension of K equal to n + 1 (3.2)-( 3.4) imply 

Equation (3.5) is explained by the following tableau with 
the numbers 1,2, ... ,n,n + 1 distributed in a standard way. 
The number n + 1 may appear only in the distinguished part 
of the tableau. Here %il

,) is a set of sequences (k i , ... ,k N) 
with k; = 1,2, ... ,n, which can be distributed in the Young 
frame A I = (AI - X I,A.2 - X2"",A." - x") in the standard 
way 

A'[j: -- ------ -- -------hi~ 
----------- ~ \k' _________ J~.~ '" 

~
: ------~TI '. 

A. II 
"'7'i - J 

l,." L~ "" 
"nft- A".t 

(3.6) 
Using the assumption one obtains 

AI - A, A. An + 1 (d t ", ) '" '" e.u. An + I + x, + ... + "n = k'" k ---, Pn+l , 
x,=O Xn=O detr 

(3.7) 
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where A', r' are given by (2.10) and (2.11), respectively, 
withltk = 0, k = 1,2, ... ,n, and 

vI. = (Ak - Xk ) + n - k 

=Ak + (n + 1) - k - (Xk + 1) 

=Vk - (x k + 1). (3.8) 

Using the definition of a determinant one can rewrite the chs 
of (3.7) as 

n 

x '" II ( Vj V;+I Vj-Vj + 1 ) k Ep Pp(j) - PP(j)p" + I • (3.9) 
peSN J= I 

Using now (2.12) one can transform therhsof(3.1O) into 

(det n- 1 det a, (3.10) 

where 

( 

pr' - pr'p~':; ~" ... ,p~' - p~'P~·:;t2, 0 ) 

a= v. "'.+1 "'-"0+1 : v. '1'.+1 ".-'1'.+1 ~ • 
PI -PI Pn+1 , ... ,p" -Pn P"+I , 

1',,+1 vn+l pVn+l PI , ... ,p" , n+ I 

(3.11 ) 

We mUltiply now the (n + l)th row ofa by p;"+ 1""+1 and 
add it to the nth row. Then we multiply the nth row by 

p;"';: -". and add it to the (n - 1 )th row. Repeating this 
procedure n times we transform the matrix e into the matrix 
A without changing the determinant. This completes the 
proof of the Lemma. • 

Proof of Theorem 1: The statement (i) of Theorem 1 for 
the general case of possible degenerated eigenvalUes of P may 
be easily obtained from the Lemma using the continuity 
of tr( ® NP Q i l » with respect to Pl,p2, ... ,pn and applying 
l' Hopital's rule for the expression det A/det r. Statement 
(ii) follows from (2.3), (2.4), and (i). • 

We present now the sketch of the proof of Theorem 2. 
First, we consider the case of nondegenerated eigenvalues, 
i.e"PI >P2> '" >Pn' The set of relevant Young frames A (N) 

may be identified with a subset n(M) of the (n - 1 )-dimen­
sionallattice zn - I by the following relation: 

A(N)3A~ven(M)czn 1, 

Vk = Ak + n - k, k = 1,2, ... ,n - 1, 

M =N + n(n -1)/2. 

Hence 

(3.12) 

The probability measure 9 (N) (A) = tr( ® NP PA ) on A (N) 

defines a probability measure on zn - 1, which may be written 
as 
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&,(Ml(V) = {W(M)(V), for ve!l(M), (3.13) 
0, for VEtO (M), 

where by Theorem 1, (2.12) and the definition of a determi­
nant 

W(M)(V) = L€qG(M)(V) W~M)(V), (3.14) 
lIES. 

with 

G(M)(V) = (M - n(n - 1)/2)! IT Vk - Vj 

M! k<j=2 Pk - Pj 
(3.15 ) 

W(M)(V) _ M! pV, pV, .. 'pv• 
q -" ,q(l) q(2) q(lI) , 

VI ,V2'" ·VII • 

n-I (3.16) 
V" =M- L Vk' 

k=1 

Theorem 2 is formulated in terms of the limit of distribution 
function for the standarized variable 5 (N) = 5 (N) (A) 
(2.13). The convergence of the distribution function follows 
from the pointwise convergence of the characteristic func­
tion 

<I>(N)(t) = L eitS(N)(A)&, (N)(A), 
AeA(N) 

with 
II-I 

t = (t)Ot2, ... ,t" _ I ) eRn - I, t5 = L tk5k . 
k=1 

We present the idea of the proof that 

lim <I>(N) (t) = <1>0(1), for all teR" I 
N-co 

(3.17) 

(3.18 ) 

where <l>o(t) is a characteristic function of the Gaussian 
probability distribution defined in Theorem 2 (for the non­
degenerated case). 

We introduce a new variable 11(M) such that 

11kM) = (vk Mpk)/(Mpdl-Pk»1/2, 

k = 1,2, ... ,n - 1. 

Because 5 (N) = 11(M) + O'(N -1/2) then 

lim <I>(N)(t) = lim \{I(M)(!} 
N-oo M-oo 

with 

\{I(M)(!} = L eih/(M)(V)&, (M)(V) . 
ve,(l(M) 

(3.19) 

(3.20) 

(3.21 ) 

Any term in (3.21) is dominated by the polynomial proba­
bility distribution W~M) (v). According to the central limit 
theorem (cf. Ref. 9, Theorem 6.13.1) W~M}(V) has a sharp 

. d' (qM) (II II maximum correspon mg to V' ~ 11'ip, (l»11'iPq(2»'''' 

Mp q( II _ I) ) and the width proportional to M I 2. Hence only 
for the trivial permutationq = e [e(k) = k] the point v(e.M} 

belongs to O(M) and moreover all points V(q,M) are placed at 
the distances from the boundary of 0 (M) proportional to M. 
As a consequence we obtain 

lim ~ IG(M)(v)IW;M}(V) =0, 
M- "" ven(~,(l(M) 

(3.22) 

with 
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and 

(3.23) 

It follows that 

lim \{I(M)(!} = lim \{IbM)(!} (3.24) 
M-oo M-oo 

with 

\{IbM)(t) = L eitf/(M)(V) G(Ml(V)( ,~.! , PI'" ,p~,,). 
vell(M) VI' v". 

(3.25) 

The function \{I bM' (t) may be easily calculated by dift'erenti­
ation of the characteristic function for the polynomial distri­
bution. From (3.25) we have 

\{IbM)(t) = G(M)(V) L eitTf'M) 
vell(M) 

(3.26) 

where 

G (M) (V) = .!..(M __ n_(:....n_-_l :....}/_2!..,)! 
M! 

n 

X II (Pk - Pj ) - I (V k - Vj ), 

k<j= 2 

Vk = -i(Mpdl-Pk»1/2~+Mpk' (3.27) 
atk 

k = 1,2, ... ,n - 1, 
n-I 

Vn=M- L Vk • 
k=1 

Then using the explicit expressions on the characteristic 
function for the polynomial distribution 9 and next using the 
explicit expression on the limit of this function (see Ref. 9, 
Theorem 6.13.1) one can calculate a pointwise limit 
limM _ 00 \{IbMl (!), which is equalto <l>o(t) [see Eq. (3.18)]. 
This completes the proof of Theorem 2 for the case of nonde­
generated eigenvalues of p. Its extension to the case of degen­
erated eigenvalues is not difficult. The main difference is that 
the maximum of the relevant polynomial distribution lies on 
the boundary of 0 (Ml for M ..... 00. Hence the standardized 
variables {5 kMl} corresponding to degenerated {Pk,keDa } 

remain ordered in the limit M .... 00. The formula (3.14) is 
also modified. After straightforward but lengthy calcula­
tions one obtains the leading term given by 

(M 

(3.28) 
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Then applying similar methods as before one may calculate 
the suitable distribution function (2.16). Strictly speaking 
one obtains the limit theorem first for the probability distri­
bution symmetrized with respect to {Sk' kEDa } for all 
a = 1,2, ... ,s and one recovers the restrictions on 5 k introduc­
ing the function XI! ( . ). • 
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The analogy between the representations ofSU(1,1/l) and SU(2,2/I) is explained and used 
to suggest the latter as a spectrum supergroup of superconformal relativistic quantum 
mechanics for systems with rotational degrees of freedom. 

I. INTRODUCTION 

When "supersymmetric quantum mechanics" came 
into being I it was not immediately clear that this would lead 
to a straightforward extension of the idea of the spectrum 
generating group2 (SGG). This emerged only when a fusion 
of conformal quantum mechanics3 and supersymmetry was 
attempted.4 This led to the introduction of a pair of spinor 
operators S and sf, which-in the same way as the original 
spinor operators Q and Q t were the square roots of the Ham­
iltonian-are square roots of the conformal generator ~, 

(1.1 ) 

Here, ,\), ~, and their commutator ~ are the generators of 
SO (2, I) fulfilling the commutation relations (CR) 

[,\),~] = i,\), [~,~] = - i~, [,\),~] = 2i~. (1.2) 

SO(2, I) was the first example of a group that describes the 
whole spectrum of a physical system2 and was originally dis­
covered as the SGG for the collective vibrations of a nucleus. 
Later it became clear that SO (2, I) did not only apply to the 
harmonic oscillator but was a more general feature of the 
radial motion. S 

The remaining, non vanishing anticommutators of the 
spinor operators 

HQ,st} = i~ -~, ~{Qt,S} = - i~ -~, (1.3) 

introduce the generator ~ ( = B /2 - f /2 in the notation of 
Ref. 4) of aU ( I) subgroup which commutes with SO (2,1). 
These four fermionic and four bosonic operators generate 
the supergroup Osp(2,2) ""SU( 1,1/1); all its defining rela­
tions are given below in Eq. (3.3). 

Nonrelativistic supersymmetric quantum mechanics 
has usually been formulated in terms of this Osp(2,2) or its 
subsupergroup Osp(1,2). Osp(2,2) :JOsp(1,2) has been 
used as the spectrum generating supergroup (also called a 
"spectrum supersymmetry") for the one-dimensional oscil­
lator with spin,6 for the fermion-monopole system,7 for the 
noncanonical two-particle oscillator,8 and for other nonrela­
tivistic systems. In the same way as the bosonic part SO (2, I) 
is not specific for one particular interaction but a general 
feature of the radial motion,S Osp(2,2) can also be realized 
in many different ways in terms of the radial distance and 
momentum operators and the Pauli matrices. 

We shall use the superconformal quantum mechanics4 

based on 

SU (1,1/1) Q,S,.\i,.It,.f0,'" :JOsp(1,2) :JSO(2, l).\i,.It . .f0 :JSO(2) (112)(.\i +.It) 

U (1.4) 

U(1)", xSO(2,l).\i,.It,.f0 

as our point of departure. Our ultimate goal is a relativistic 
s4persymmetric quantum mechanics. For the latter we sug­
gest SU(2,2/1) in place ofSU(1,1/I). But SU(2,2/l) in a 
different physical interpretation than ours may also be useful 
for nonrelativistic systems with rotational degrees of free­
dom9

,Io like, e,g., the Coulomb and dyon systems which use 
SOC 4,2) as spectrum symmetry. The analogy between 
SUe 1,1/1) and SU(2,2/I) becomes already apparent when 
one writes their defining relations next to each other as done 
in Eq. (3.3). 

The generators of a group with physical interpretation 
are observables with a definite physical meaning. Therefore, 
even if two groups are isomorphic they may be physically 
different. The statement that SUe 1,1/1) is a subsupergroup 
of SU(2,2/l) is therefore of little help if one does not say 
which SU(1,1/I) is meant. To characterize the physical 

I 
meaning of a group (or supergroup) we shall often write the 
generators of the group as SUbscripts on the symbol for the 
group as, e.g., done for the subgroup chain (1.4). 

We will deal here exclusively with star representations, 
not grade-star representations, II of superalgebras because of 
the general belief that algebras of observables in quantum 
mechanics are star algebras. 12 This requires infinite dimen­
sional representations. For Lie algebras and Lie groups the 
connection between the representations of the algebra and 
the unitary representations of the group is well known. It is 
remarkable that in physics-also for spectrum generating 
algebras, which are not connected with transformations of a 
symmetry group--only those representations of Lie algebras 
occur that integrate to representations of the group. For su­
peralgebras the notion of integrability has been defined re­
cently.13 We will only discuss representations of superalge-
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bras that integrate to representations of the supergroup, in 
the sense of Ref. 13. For these, every irreducible representa­
tion (irrep) of a superalgebra is a finite direct sum of its 
(noncompact) even subalgebra. The infiniteness of the rep­
resentation space is not worse than for the noncompact Lie 
subgroup and the irrep space can be put together from a 
finite number (two in the case we treat here) of irrep spaces 
of the even subgroup. 

In Sec. II we review the properties of SU (l, 1/ 1 ) 
:::> Osp ( 1,2) and describe the class of representations that are 
important for supersymmetric quantum mechanics. In Sec. 
III we explain the transition from SU ( 1,1/1 ) to SU (2,2/ 1 ) . 
In Sec. IV the so-called "massless" positive energy represen­
tations ofSU (2,2/1) are described and the parity operator is 
defined. In Sec. V, the coupling of these SU (2,2/1) represen­
tations to the Poincare group is described. 

II. INFINITE DIMENSIONAL NONTYPICAL IRREPS OF 
SU(1,1/1) 

The irreps of Osp ( 1,2) C SU ( 1,1/ 1) are obtained as the 
direct sum of two irreps of SO (2,1) from the discrete series 
D+(q),14 

DOSP(1.2)(qO)=:I: D+ (qo) ffJD+ (qo + ~). (2.1) 
SO(2.1) 

They are characterized by one number qo which can take the 
following values: 

qo=p,p,.... (2.2) 

The basis vectors in the irrep space S)0SP( 1.2) are denoted by 

Iqo;q,It), q = %,qo +~, It = q,q + l,q + 2,.... (2.3) 

The label It is the eigenvalue of r 0' the compact generator of 
SO(2,1) given by 

(2.4) 

Here q(q-l) is the eigenvalue of ~(SO(2,1)) where 
<itf(SO(2,l)) = r~ - HB+,B_} is the Casimir operator of 
SO(2,1) and 

B± = -!(S)-Sl+2iiZl') (2.5) 

are the bosonic excitation operators, 

B ± Iqo;q,lt) = ~1t(1t ± 1) - q(q - 1) Iqo,q,1t ± 1). 

(2.6) 

Osp(1,2) has the bosonic generators B±, r o, and the fer­
mionic generators 

F ± = (l/.J2) UI2)(St - S (Q + Q t)). (2.7) 

The fermionic excitation operators F ± change the eigenval­
ues It of r 0 by one half unit and also change the value of q, 

F ± Iqo;q = qo,lt) = (1/.J2)~1t ± qolqo;q 

= qo + ~,It ± p, 
F ± Iqo;q = qo + !,f.t) = (1/.J2)~1t + (qo -~) Iqo;q 

= qo,1t ± p. 

(2.8) 

With Eqs. (2.6) [for SO(2,1) ] and (2.8) the represen­
tationD(%) ofOsp(1,2) is completely determined. ToilIus­
trate the properties of the irreps of supergroups one uses, as 
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in the case of noncom pact groups, the weight diagram. The 
weight diagram displays which irreps of the (maximal) 
compact subgroup, in our case SO(2) r,,' occur in an irrep of 
the supergroup. Figure 1 shows the weight diagram of D(qo) 
of Osp ( 1,2). Each dot represents a value oflt that occurs in 
D(qo)' The reduction property (2.1) is displayed by the two 
columns of dots, each column representing the weight dia­
gram of the irrepD+ (q) ofSO(2,1). The action of the gener­
ators (2.6) and (2.8) is also depicted in the weight diagram. 

The representations of Osp(2,2) """SU(1, 
1/1)s,Q,st.Qt.B±.r,.;"V that we are interested in here are the 
nontypical representations 15 which remain irreducible when 
restricted to the subsupergroup Osp( 1,2) F ±B±,ro' For each 
value of qo there are two irreps ofOsp(2,2) which we denote 
by Ds( ± qo)' We will consider only Ds( + qo); theirreduc­
tion with respect to the subgroup chain 

SUe 1,1/1) :::>SO(2,1) B±.ro 

xU(1);"V :::>SO(2)r" XU(1);"V (2.9) 

is given by 

Ds(qo) • D+(q = %) X (y = qo) 

EIlD+(q=qo+!)X(y=qo+!>, (2.10) 

where (y) denotes the one-dimensional representation of 
U ( 1 );"V . From (2.10) one sees that for these nontypical ir­
reps y is not an independent quantum number but is already 
fixed by the value of q which characterizes the irrep D + (q) 
of the SOC 2, 1) subgroup. With this, the weight diagram in 
Fig. 1 becomes identical with Fig. 2 of Ref. 4 (wherey = B I 
2 -fI2). 

In the physical applications, the dots of the mathemat­
ical weight diagram represent physical states. For example, 
ifSO( 2, 1) is interpreted as the spectrum generating group of 
the oscillator2

•
5 then It becomes-except for an additive con­

stant-the vibrational quantum number and each column of 
dots represents the equidistant energy levels of a harmonic 
oscillator. The weight diagram of Fig. 1 then becomes the 
energy diagram of the radial part of the harmonic oscillator 
with spin.6 The same representation can be used for the fer­
mion-monopole system.7 

Ii- = eigenvalue fo 

I I 

-2"(X-K-2iDl=B+: 
1 

I . I 
-"2 (.J(- K + 21 D l = B_ t 

y=eigenv. Y 

FIG. 1. Weight diagram ofOsp (l,2) which is also the weight diagram of the 
irrep Ds(qo) ofOsp(2,2) or Su(l,IIl) showing the actions of the genera­
tors. 
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III. FROM SU(1,1/1) TO SU(2,2/1) 

A vibrator in three dimensions has in addition to the 
SO(2,1) dynamical group of the radial motion an SO(3h,) 
symmetry group {i,j = 1,2,3, Sij = E/jkSk) describing the 
rotational degrees of freedom. The SOC 2, 1) and SU ( 1,111 ) 
must therefore be enlarged. The minimal choice for the bo-

sonic part, which would contain SO(2,1) as the spectrum 
generating group and SO(3 ls,) as a symmetry group, is 

SO(4,2) ::>SO(2,1)lJI.,.!t.,D XSO(3)S,/ (3.1 ) 

The immediate minimal choice for the superalgebra is then 
SU (2,2/ 1) because of the following similarity: 

SU(2,2/1) ::>SO(4,2) xU(1)", ::>SO(3)S,) XSO(2)r
ll 

XU( 1) 
(3.2) 

SU(1,lI1) ::>SO(2,1)~9 xU(1)", ::> SO(2)r
o 
XU( 1). 

The analogy between the enlarged and the original subgroup chains becomes even more obvious when one juxtaposes their 
defining relations as done in Eqs. (3.3),16 

SU(2,2/1) 

a [S!Jv'Spcr] = i( 1/vpSIlU + 1/!JuSvp - 1/p.pSvu - 1/vuSp.p)' 
b [$!J'Spcr] = i( 1/p.p $u - 1/!Ju$p)' 
c [st!J'Spu] = i( 1/IlPstU -1/!Justp)' 
d [D,S!Jv] =0, [$11,$,,] =0, [~!J'~v] =0, 
e [$I',D] = i$!J' 
f [st!J,D] = - ist!J' 
g [$Il'stv ] =2i(1/llvD - S!Jv), 
h [Q,s!Jv] = ~U!JvQ, [S,S!Jv] = !U!JvS, 

[Q,D] = !iQ, [S,D] = - !is, 

j [Q,$Il] = 0, [S,$!J] = Y!JQ, 
k [Q,st!J] = Y!JS, [S,st!J] = 0, 
I [Q,Y] = - ilYsQ. [S,Y] = 'lYsS, 
m [ Y,$!J] = [Y,st!J] = [Y,D ] = [Y,S!Jv] = 0, 
n {Q.Q} = 2Y'$1l' {S,S} = 2Y'st!J' 
o {S,Q} = 2iD + ifvS!Jv - 2iys Y, 

The operators Q and Sin the defining CR (3.3) ofSU(2,2/ 
1) are two Majorana spinors, 

Q=( gi ,)=(g:), S=(:i t)=~:)' 
-Q\ -S\ 

(3.4) 

and Qa and Sa for SU (1,111) are linear combinations of the 
Q, Q t, S, S tjn Eq. (1.1). These linear combinations are 

Q1 = (lI.j2)(Q+ Qt ); Q2 = - {i/.j2)(Q- Qt ); 

SI = (i1.j2)(St - S); S2 = - (1/.j2)(St + S). 
(3.5) 

The relations (3a)-(3g) are the defining relations of the 
subgroup SOC 4,2) "'" SU (2,2). There is another standard no­
tation for the basis of the Lie algebra of SO ( 4,2) that is more 
useful for our purposes. One defines 

S!Js =!($Il -~I')' s!J6=rll =!($Il +stll ), 
(3.6) 

SIlV (p"v = 0,1,2,3). 

The Sab (a,b = 0,1,2,3,5,6) fulfill as a consequence of (3.3) 
the commutation relations 
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[.\S,~] = i.\S, 
[~,~] = - ist, 
[ .\S,st] = 2i~ , 

SU(1,1I1) 

[Qa,~] = (i12)Qa' [Sa,~] =- {i12)Sa' 
[Qa,st] = 0, [Sa,st] = + iQa, 
[~a,~] = - iSa, [Sa.!.~] = Q, _ 
[Qa''3'] = - (i12)Ea/JQp, [Sa,'3'] = (i12)EalJSp, 
['3',.\S] = ['3',~] = ['3',~] = 0, 
{Qa,Qp} = 26ap.\S, {Sa'sp} = 26a1J~' 
{Sa,Qp} = - 26a/J~ - 2EaIJ'3'· 

I 
with 1/ab = ( + 1, - 1, - I, - I, - I, + I) for a = b 
= 0,1,2,3,5,6. 

With the superalgebra SU(2,2/l) chosen, the first at­
tempt to generalize the subgroup chain (3.1) to a supersub­
group chain would be to :xte~d S012, 1 ~.,.!toD to an SU ( I,ll 
1) by adjoining the Qa' Q~, Sa' S~ and to extend 
SO(4,2)lJI,.sr"s".D to an SU(2,2/1) by adjoining the two Ma­
jorana spinors Q, S, 

SO(4,2)lJI,.sr,.s".D ::> SO(2,l)lJI.,.!t.,D XSO(3)sl) 

l adjoin Q,S l adjoin Qa,Sa 

SU (2,2/ 1 ) SU (1,11 1 ) lJI .. a .. D,Q.,.S" X SO ( 3 hi) . 
(3.8) 

Unfortunately this cannot be done in such a way that 
SU(1,lIl)lJIc,!t.,.oQS is a subsuperalgebra of SU(2, 
2/1 )lJI,.sr"s".D,Q,s' In other words one ca'!..not_ find a linear 
combination of the four spinor operators Qa, Sa' a = 1,2, in 
terms of the eight components Qa, Qa, Sa' sa (a,a = 1,2) 
of the Majorana spinor such that Qa' Sa together with $0' 
~o, and D fulfill the commutator-anticommutator relation 
ofOsp(2,1) CSU( 1,111). SU( 1,111) is a subsupergroup of 
SU (2,2/1) but the generators of this SU (1,11 1 ) ~9 Q..S" 

subsupergroup of SU(2,2/1 )lJI,.sr,.s""DQS are not $0' sto, D, 

and linear combinations of Qa, Q a, Sa' sa. 
One can find such an SU ( 1, 111) subsupergroup, which 

is, e.g., generated by 
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~ = !($o + $3)' ~ = !(~o - ~3)' 

IP = !(D + S03); f!I = !(SI2 + y), 

and 
- t - . t QI = !(QI + QI)' Q2 = - (112)(QI - Q2)' 
- . t - t SI = (112)(S 2 - S2)' S2 = !(S 2 + S2), 

(3.9a) 

(3.9b) 

where the QI' Q r, and S2' S I are the components of the 
Majoranaspinor (3.4). This SU(1,lIl) gives, however, oth­
er troubles. 

When one extends the dynamical group chain SO (2, I) 
:>SO(2)r

o 
to include rotations, the physical states, labeled 

by p, andy (or q) and represented by the· in Fig. 1, will have 
to be labeled in addition by the angular momentumj where 
j(j + I) = eigenvalue of qS;jSij)' This is not possible if one 
chooses the SU(1,lIl)~Y9JQ..sa with the generators (3.9) 
because this SU(1,lIl) does not commute with SO(3)SI/ 
Therefore one must give up the requirement that the 
SU(2,2II) have an SU(1,lII)XSO(3)sij as a subsuper­
group. 

But this requirement is not necessary if one wants to 
extend the spectrum described by the diagram in Fig. I to a 
spectrum that includes angular momentum. All that one 
needs is a representation of SU (2,211) that reduces with 
respect to the subgroup chain 

SU(2,2Il) :>SO (4,2).s; .. XU( 1)& 

:>SO(2, 1 ).s;...s;"s,. XSO(3 )slj 

:>SO(2)r" XSO(3)Sij (3.10) 

such that it contains the representations D + (q = qo) and 
D+(q=qo+!) ofSO(2,1).s; .. .s;"s,. =SO(2,1)\ll,,R,,D depict­
ed by the two towers (columns of dots) in Fig. I. Each tower 
is to be labeled in addition by a definite value of angular 
momentumj coming from the SOC 3) Sij and preferably there 
are not to be any other labels of the states besides p, (radial 
quantum number), j (angular momentum quantum num­
ber), and (its component) j3' Representations ofSU(2,2I 
I ) with these properties do indeed exist and are contained in 
the list of representations classified in Ref. 17. Their specific 
properties that we need follow immediately from their re­
duction with respect to the bosonic subgroup 
SO(4,2) xU(1) and we present them in the following sec­
tion. 
IV. THE SO-CALLED "MASSLESS" "POSITIVE 
ENERGY" REPRESENTATIONS OF SU(2,2/1) 

These representations get their name from the fact that 
in their representation spaces the operators have the follow­
ing properties: 

$,. $" = 0, spectrum $0>0~ spectrum ro>o. 
(4.1 ) 

In place of ( 1.4) we have now the subsupergroup chain 

SU (2,211) :> Osp ( 1,4) s" .. r ",QI :> SO (2,3 >S""r" 

:>SO(2)r xSO(3)s , 
(I I) 

(4.2) 

where the Majorana spinor operator QJ is given in terms of 
the operators (3.4) by 
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QJ=!(Q+S). (4,3) 

All representations ofSU(2,2/1), Osp(1,4), SU(2,2), 
or SO (3,2) with spectrum r 0> 0 (or < 0) are characterized 
by their lowest weight. 17,18 The weights of a representation 
are the sets of numbers which characterize the irreps ofthe 
maximal compact subgroup K. The weight of SO(3,2) 
COsp(1,4) is the pair of numbers (p"j) wherep, character­
izes the SO (2) r" irrep and j the irrep of SO (3). The irreps of 
SO(3,2) and Osp(1,4) are thus denoted by D(p,°,jo) and 
Ds(p,°,jo), respectively, where (p,°,r) is the "lowest" of 
the pairs (p"j). The weight of SU(2,2) is the triplet of 
numbers (p,;j (I),j (2», wherep, is as above and j (I), j (2) char-
acterize the irreps of SO ( 4 ). [The maximal compact sub­
group of SU(2,2) is SO(2)r" XSO(4)S,,si/ ] The irreps of 
SU(2,2) are thus denoted by D(p,°;j(l)Oj(2)o), where 
p,C) (I)Oj (2)0 is the lowest weight. 18 The representations that 
fulfill (4.1) are all ofthe kindD(s + l;s,O) or D(s+ I;O,s), 
wheresis an integer or half-integer s = 0 or! or lor! or'" . 

The "massless" "positive energy" representations of the 
supergroups SU (2,2/1 ) and Osp (1,4) have been obtained in 

) a series of papers. 17 They are characterized by one number So 

which is an integer or half-integer. There are two classes of 
irreps and two (inequivalent) irreps for each value So. We 
first restrict ourselves to the irreps denoted by 
Ds (so + l;so,O;so + 1). There reduction to the bosonic sub­
group SU(2,2)sab XU( 1) y is 

Ds (so + l;so,O;so + I) 

==::I!::' D(so + l;so,O) X [so + 1] 
SO(4,2)XU(1) 

ffJD(so + !;so + !,O) X [so -!], (4.4) 

where [so + I], [so -!] denotes the U( 1)y character. Like 
in the reduction of the nontypical irreps ofSU(1,lIl) with 
respect to Osp ( 1,2), these irreps of SU (2,211) also remain 
irreducible when restricted to the subsupergroup Osp( 1,4). 
The Osp( 1,4) representations are therefore also character­
ized by the same number So and are denoted by 
Ds(so + l,so)' Their reduction with respect to the bosonic 
subgroup SO(3,2) is given by 

Ds(so + I,so)~ D(so + I,so) ffJD(so + ~,so + !). 
50(3,2) 

(4.5) 

In the special class of representations D(s + l;s,O)­
and therefore also in Ds (so + l;so'O;so + I )-the following 
relation holds: 

Eab == - {Sac,SCb} - 7Jab~ScdScd = O. (4.6) 

[Eab generate an ideal of the enveloping algebra ofSO( 4,2) 
which is the kernel that defines the massless representations; 
all properties of this representation of SO(4,2) can be de­
rived from the relation (4.6).19] A consequence of (4.6) is 
the following relation between the Casimir operators of the 
subgroups SOC 2, I) and SO (3): 

'tr(SO(2,1 »)== - S~s - S~6 + r~ 
= ~S;JS;j=='tr(SO(3»). (4.7) 

For the eigenvalues of these two Casimir operators this rela­
tion means 
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q(q-l) =j(j+ 1) or q=j+ 1. ( 4.7') 

Thus in Ds(so + l;so,O;so + 1) the representations of the 
subgroups SO ( 2, 1) and SO ( 3) are related to each other. 
Each tower of radial excitations D + (q) has a definite value 
of angular momentumj, namely j = q - 1. 

According to (4.5) and (4.4), the weight diagram of the 
supergroup is a combination of two weight diagrams for its 
bosonic subgroup. Equation (4.4) is the analog of (2.10) 
and Eq. (4.5) is the analog of (2.1). 

Figure 2 shows the weight diagram for the special case 
so= ~, 

Ds(~;!,O;~)~D(~;!,O) EDD(2;1,0). 
SU(4.2) 

(4.8) 

The diagram in Fig. 2 displays the reduction of Ds (~;!,O;~) 
with respect to the subgroup chain (4.2). Here p is plotted 
versus j and each dot stands for an irrep space of SO (2) r" 
xSO(3)s representing states with definite angular mo-

'1 

mentumj and radial excitation p. Each column of dots with 
a given value jstands for an irrepD+ (q) ofSO(2,1 )r,.s...s,o 
with q = j + 1 representing all radial excitations with the 
same angular momentum j. The bosonic generators of 
SO(2,1), B± =Sos±iSS6 = -!($0-sto+2iD), again 
transform along the vertical changing the value of p (radial 
excitation number) by one unit without changing the value 
of j. 

The fermionic generators that change p by one-half unit 
are now given by the components of the Majorana spinor Q/ 
of (4.3). They also change the value of j by one-half unit. 
The two columns leftmost in the weight diagram (or any two 
adjacent columns) of Fig. 2 are thus identical to the weight 
diagram of Fig. 1 with qo = So + 1 = ~. The bosonic genera­
tors B ± transform between the states like the corresponding 
generators in Fig. 1. In addition there are now the bosonic 
generators r i and SOi which transform along the diagonal 
and change p and j by one unit (except for s = 0 they also 

1')'1 
~ 
2 

7 
2" 

6 6 
Si5 

6--6 6 

Si5 S561 ·---·s • • 
S561 05 

6 S05 6 6 6 

• • • 
6 6 

• • 
/o,s 

I 3 ~ I ~ 2 2 2 2 2 _ 

FIG. 2. Weight diagram of the irrep Ds(s + l;s,O;s + I) ofSU(2.2/1) for 
the special case s = !. The actions of the generators and the reduction 

are also shown. 
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transform along the vertical) . And there are the bosonic gen­
erators SiS which transform along the horizontal changing j 
by one unit and keepingp fixed. TheSiS together with theSij 
generate the SOC 4) S,pS,,' The finite number of dots along the 
horizontalp = const stand for an irrep ofSO( 4) and display 
its reduction with respect to SO(3)sl}' The weight diagram 
of Fig. 2 is thus an extension of the weight diagram of Fig. 1 
from two towers of radial excitations to an infinite number of 
towers of radial excitations, one for each half-integer and 
integer value of j. 

We will now discuss the basis vectors of the representa­
tion space of Ds (so + l;so,O;so + 1). Each dot in Fig. 2 cor­
responds to an irrep space ofSO(2)r" XSO(3)s which we 

'1 

will denote by .\)1'( j) where the radial quantum number p 
and j = q - 1 are fixed and correspond to the position of the 
dot in the weight diagram of Fig. 2. The basis vectors, which 
consist of eigenvectors of r 0' S2, S 12' are denoted by 

Ip,j,j3; + so), - j434· (4.9) 

The direct sum over all .\)I'(j) with (p,j) being a dot at 
integer values in Fig. 2 is the bosonic space of states 

00 

.\) t s = L ED .\)Il(j), where s = integer. 
I'=S+ l.s+2 •... 
j=s.s+ 1 •...• 1'-1 

(4.10) 

The direct sum of all .\)Il( j), where (p,j) is the triangle at 
half-integer values in Fig. 2, is the fermionic space, 

00 

.\) ~ s = LED.\)I' (j), where s = half-integer. 
I'=S+ l.s+2 •... 
j=s.s+ 1 •...• 1'-1 

(4.11) 

These are irreducible representation spaces ofSO( 4,2) char­
acterized by the value s. The space 

( 4.12) 

is the irrep space ofSU(2,2/1). (If So = !,~, ... ,.\)80 = .\)_ and 
.\)So + 112 = .\) +' and if So = 1,2,3, ... , .\)So = .\) + and .\)so + 112 

=.\)_.) The spinor operators Q/ and Q'=!rs(Q-S) 
transform between .\)+ and .\)_, the bosonic operators Sab 

transform within an.\)+ or .\)_. 
The vectors (4.9) are in general not eigenvectors of the 

parity operator Up [and the .\)Il (j) are in general not eigen­
spaces of Up]. In order to obtain parity eigenstates we have 
to discuss also the other class of massless, positive energy 
representations of SU (2,2/ 1 ). These representations are de­
noted by Ds (so + I;O,so; - So - 1) and their reduction with 
respect to SU(2,2) XU( 1) is given byl7 

Ds(so+ I;O;so;-so-l) 

==~. D(so + I;O,so) X [ - So - 1] 
SO(4.2)XU(I) 

EDD(so + ~;O,so) X [ - So + !]. (4.4') 

The reduction of these representations with respect to 
Osp(1,4) and SO(3,2) is the same as the reduction of 
Ds(so + l;so,O;so + 1), i.e., they contain the irrep 
Ds(so + l,so) of Osp(1,4), which reproduces with respect 
to its bosonic part according to (4.5). They differ, however, 
by the U ( 1) y content and by the SOC 4) content. 
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To explain this we consider the two Casimir operators of 
SO(4)s ... s" 

'l$'(1)(SO(4»)=!SaPSaP (a{3 summed over 1,2,3,5), 

'l$'(2)(SO(4»)=S'-SSi (i summed over 1,2,3). 
(4.13) 

From relation (4.6), it follows after some calculations that 
they can take the following values: 

'l$'(1)(SO(4»)=r~ +.r-I =J.l2+.r-1, (4.14) 

( 4.15a) 

or 

(4.15b) 

The sign of the eigenvalue of 'l$'(2)(SO ( 4») is an invariant 
of the representations. It distinguishes between the two rep­
resentations characterized by the same value of s. Equation 
(4.15a) holds in D(s + l;s,O) and therefore in 
Ds(so+ l;So,O;so+ 1), and (4.15b) holds in D(s+ 1,0;s) 
and therefore in D s (so + 1 ;O,so; - So - 1).20 

Equation (4.15) gives us the meaning of the quantum 
number s which will lead to its physical interpretation: sis, 
according to (4.13), the component of angular momentum 
Si along S,-s r 0- 1. In the one irrep this component is positive, 
in the other it is negative. 

There are now two possibilities for the extension of 
SU(2,2/1) by the parity operator. We will assume that SI'V 
has the usual parity property of Lorentz generators UpSij Up 
= Sij, UpSOi Up = - SOi and r I' is a Lorentz vector 

Up r I' Up = E(J.l) r I' ; 

{ 
+ 1, for J.l = 0, 

E(J.l) = . 
- 1, for J.l = I = 1,2,3. 

These two possibilities are the following. 

Case (1): SiS is a vector, S05 a scalar, 

D = S65 a scalar, (4.16a) 

and the Majorana spinors Q, S and the U ( I) generator Y 
have the following transformation properties: 

UpQUp = l1AQ, UpSUp = l1AS, Up YUp = - Y. 
(4.16b) 

Case (2): SiS is a pseudovector, S05 a pseudoscalar, 

S65 a pseudoscalar, (4.17a) 

and Q, S, and Y have the following properties: 

UpQUp = l1'AS, UpSUp = l1'*AQ, UpYUp = Y. 
(4.17b) 

Here 11 and 11' are phase factors and A is the standard matrix 
with the property ArpA -1 = rt. 

In the interpretation where ~I' = SI'S + r I' are the mo­
menta, only case (I) is possible. In the usual four-dimen­
sional representation with SI'6 = rl' = !rl" SI'S 
= (il 4) r I' r s, S56 = r s only case (2) is possible. As we will 

use neither of these representations, both cases are still possi­
ble. 

We will denote the spaces for the representations 
Ds (so + I;O,so; - So - 1) and their basis vectors by symbols 
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analogous to (4.9)-( 4.12) with + So now replaced by - So 
and +sby -so 

In case ( 1 ), Up transforms from ~ + .. , to ~ - .. , and from 
~ + S to ~ - s; the vectors 1J.l,j j3' + so) and 1J.l,j j3 - so) are 
not parity eigenvectors. An irrep space of SU (2,2/1) ex­
tended by parity is given by the direct sum 

~+s..$~-'" 

and parity eigenvectors are given by the linear combinations 

1J.l,j,j3; ± ) = (1I{2)( 1J.l,j,j3; + s) ± 1J.l,j,j3; - s». 
(4.18 ) 

One can arrange arbitrary phase factors (intrinsic parity and 
11) such that 

U I .. ) - ( I)[jll .. ) p J.l,l,h, ± - ± - J.l,l,h, ± , ( 4.19) 

where [j] = largest integer equal to or smaller than j. 
In this case (parity doubling) the vector operator SiS I 

r 0 specifies a direction inside the extended object (with non­
commuting components) and s (or - s) is the component 
of the angular momentum ~ along this direction. One has a 
situation very similar to that of a quantum mechanical 
dumbbell with a flywheel on its axis (Ref. 12, p. 198) only 
that now the operator which specifies this axis, SiS' has non­
commuting components. Physical states can be either parity 
eigenstates (hadron resonances as vibrational and rotational 
excitations of an extended object) or eigenstates of SiS Si 
(charged particle in the field of a dyon with electric charge 
and magnetic charge sl e) . 10 

In case (2), Up does nottransform out of the space ~ + .. , 

or ~ - .. , and the lJ.lj j3 so) can be made parity eigenstates with 
parity 

U I .. ) ( 1 ) [I' - 1 I I .. ) p J.llh;so = - J.llh;so . (4.20) 

In this case the spaces ~I'(j) can represent hadron reso­
nances without having to resort to parity doubling, except 
that the interpretation of the now axial vector SiS is not as 
straightforward as in case (1). 

The physical meaning of the quantum number s [which 
can take the two values So and So + ! in an irrep of SU (2,2/ 
I) ] depends upon the realization of the SU (2,2/ I) represen­
tations. If the generators ofSU(2,2) represent the observa­
bles of a d yon system then sl e is the magnetic charge. 10 For 
this realization only case (I) is possible. If the generators of 
SU (2,2/1) represent the observables for the intrinsic motion 
of a relativistic oscillator,21 then s represents the total spin of 
the constituents. Applying this relativistic oscillator to the 
hadrons would therefore require that s = ! (for baryons with 
the sum ofthe quark spin!) and s = 1 (for the mesons with 
the sum of the quark spins equal I), which means that we 
have to choose the irrep with So = ~. This irrep can therefore 
be used to explain the equality of the slope for the meson and 
baryon trajectories22 by combining them into an infinite su­
permultiplet of vibrational and rotational excitations. 

In order to apply the SU (2,211) to hadrons whose cen­
ter of mass (c.m.) motion is described by the Poincare group 
f!jJ one has to couple the SU (2,21 I) describing the intrinsic 
motion with the f!jJ describing the motion of the hadron as a 
whole (c.m. motion). This coupling is done using con-
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strained Hamiltonian quantum mechanics as we shall dis­
cuss now. 

V. COUPLING SU(2,2/1} TO THE POINCARE GROUP 

The representations discussed in the previous sections 
provide the frame for physical models, they do not yet fix the 
theory completely. 

In nonrelativistic quantum mechanics one specifies the 
model by the choice of the Hamiltonian. For example, one 
obtains the harmonic oscillator6 if one chooses in S)0SP( 1.2) 

for the Hamiltonian 

H intrinsic = kr ° + const 

= (kI4)({Q,Qt} + {S,st}) + const (5.1) 

[ the second equality in (5.1) follows from the defining rela­
tions (3.3) ofOsp(2,2)]. In the nonrelativistic case the cen­
ter of mass (c.m.) motion is usually ignored but the total 
Hamiltonian is actually the c.m. Hamiltonian p2/2m plus 
the intrinsic Hamiltonian Hintrinsic 

H= p2/2m + kro (5.2) 

and the space of physical states is S) = S)c.m. X S)OsP(l.2), 

which is spanned by Ip) ® Iqo;q,,u), where Ip) are the gener­
alized eigenvectors of P (plane wave of the c.m.) and 
Iqo;q,,u) are the basis vectors of (2.3). For each P one has the 
same algebra SU(1,1I1)ro.B±.2.S ' 

In the relativistic case the combination of c.m. and in­
trinsic motion is not trivial. The specific model is again de­
fined by the choice of the Hamiltonian. If one wants to con­
sider the relativistic supersymmetric oscillator one chooses 
the relativistic Hamiltonian as 

H = v(p"p" - ~_l_ ± ({Qp,Q1}) 
a 16 p= I 

+tsp ,S1}) +M~) 
= v(P"P" - (1Ia')p"r" - m~) (5.3) 

[the second equality in (5.3) follows from the defining rela-
tions (3.3) ofSU(2,2/1)]. A-

In (5.3) P" is thec.m. momentum,P" = P"M- I where 
M2 = P"P" and v is the Lagrange multiplier of constraint 
Hamiltonian mechanics which becomes - (112M) when 
the evolution parameter is the proper time of the center of 
mass. 

A- A-

The Qa and Sa in (5.3) are the components of the Ma-
jorana spinor of an SU(2,2/1) defined by (3.3). This 
SU (2,2/1) describes-like the Su ( 1,1/ 1 ) for the nonrelativ­
istic case-the intrinsic motion. The c.m. motion is now de­
scribed by the Poincare group 9' P J SO (3,1 ) J • Unlike the 

'" IJ.V ",v 

nonrelativistic case the combination of c.m. motion and in-
trinsic motion is not given by the direct product of spaces. 
Therefore one does not have any more one and the same 
algebra SU(2,2/l) for each momentum P,.. However, one 
can construct a representation space such that for every 

"'- A- 1 
eigenvalue (P"lm) = P" of the operator P" = P"M;: ~ne 
has an SU(2,2/l)s ? s Q ~ , where the generators r", Qa, 

IAYW 5", d"Ia 

etc., depend upon P" . 23 In particular the operators that ap-
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pear in (5.3) are defined in terms of the original generators 

of the SU(2,2/l)s"vr"s",Q"sa in the rest frame by 
A A A A 

Qa = Qa (P) = U-I(L)Qa U(L) = D(P)aPQp (5.4) 

and similar expressions for the other generators, e.g., 

fO(p) = U-I(L)roU(L) = L ~r" = P"r". (5.4') 

Here L ~ = L ~ (P) denotes the operator matrix for the in­
verse boost, 

A- (PO Pm ) L(P)" - A- A- A- A-
v- _pm 8,:-pmPn(l+PO)-1 ' 

,u,v = 0,1,2,3, m,n = 1,2,3, 

which has the property 

L(P)~PV = 1(01. 

(5.5) 

The D(P) is the 4 X 4 matrix that represents the Lorentz 
A-

transformation L(P) in the spinor representation 

(5.6) 

The basis vectors that span the representation space are now 

Im;p;.,u,j,j3;S) = U(L -1(/3»)( Im,p; = 0) 

(5.7) 

where 1,u,j,j3;S) are the basis vectors of (4.9) and 
I m,p; = 0) are the Wigner basis vectors at rest for the repre­
sentation (m,j = 0) of the Poincare group. One can show23 

"'-
that the Im;p;.,u,j,j3;S) are eigenvectors of P"r", 
W= - w,,1iI' (w" = !E"vpuPVJlXT) with eigenvalue,u and 
j(j + 1), respectively, and that they transform under a Lor­
entz transformation U (A) like the Wigner basis vectors, 

U (A) Im;p;.,u j j3;S) 

(5.8) 

where ~ is the Wigner rotation ~ = L (Ap) AL - 1 (p). The 
A- A- A-

Qa,Sa' r;, etc., act on the Im;p;,,u,j,j3;S) in the same way as 
the Qa' Sa' riO etc., act on the 1,u,j,j3;S), 

A representation space for which (5.7) are the basis 
vectors can be constructed for every value of m2 = eigen­
value P"P" > 0 leading to the space of off-mass-shell states. 
One can then put this relativistic system on the oscillator 
mass shell by applying the constraint24 

Hlv:::::O. 

For the relativistic harmonic oscillator defined by the Ham­
iltonian (5.3) this means 

(5.9) 

or 

(5.9') 

The mass thus becomes a function of the internal quantum 
numbers,u, j,s; for the particular case of ( 5.3 ) its dependence 
upon j and s is trivial and it only depends upon the vibration­
al quantum number ,u. 

To each level (,u,j) in Fig. 2 there corresponds now an 
irreducible representation space S)"(m,j) of the Poincare 
group where m2 = m2(,u,j,s), e.g., as given by (5.9'). In 
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place of (4.12) with (4.10) and (4.11) we have now (for 
So= !) 

~+1/2 = L E9~s= 1I2·I'(m;j) 
I' = 3/2.512 •... 

j = 112.3/2 •...• 1' - 1 

E9 L E9 ~s= 1·I'(m;j). (5.10) 
I' = 2.3.4 •... 

j = 1.2.3 •...• 1' - 1 

The first term describes the baryon resonances that lie on a 
Regge trajectory (states with It = j + 1 in Fig. 2) and their 
daughters (It >j + 1). The second term in (5.10) describes 
the meson resonances. 

The mass formula (5.9') predicts then the equality of 
the slope for the meson and baryon Regge trajectories.22 It 
does not yet give the correct mass formula, which, however, 
can be easily obtained if one adds to the Hamiltonian (5.3) a 
term whose eigenvalue is (1la')~. There are many candi­
dates for such a term, e.g., the second-order Casimir opera­
tor of the SO(3,2) subgroup, or the square of SiSiSrO-1 
(component of angular momentum along the "direction" 
Si5 ). 

The choice of the Hamiltonian (5.3) is as arbitrary as 
the choice of (5.1) or the choice of any Hamiltonian. The 
real question is whether there is a physical system which is­
at least approximately-described by the chosen Hamilto­
nian. So we are free to modify (5.3) according to the needs of 
the experiments to get relativistic vib-rotors, etc. That the 
system described with the Hamiltonian (5.3) was called a 
harmonic oscillator can only be justified by correspon­
dence.21 A nonrelativistic limit gives, for s = 0, the isotropic 
oscillator in three dimensions. 
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Two-cluster-two-cluster scattering amplitudes are studied for N-body quantum systems with 
potentials that are both dilation analytic and exponentially decaying. It is proved that under 
quite broad assumptions these amplitudes can be meromorphically continued in the energy, 
with square root or logarithmic branch points at the two-cluster thresholds. 

I. INTRODUCTION 

Two-cluster-two-cluster scattering amplitudes are 
usually easier to study than other kinds of many-body scat­
tering amplitudes. In Ref. 1, we studied their analytic prop­
erties below the lowest three-cluster threshold. We proved 
there that if the potentials decay exponentially then the two­
cluster-two-cluster scattering amplitudes can be in this en­
ergy range continued meromorphically with square root or 
logarithmic branch points at the two-cluster thresholds. In 
this paper we study analogous properties of those amplitudes 
in the whole energy range. 

To our knowledge, there are two distinct approaches 
that have been used in the study of analytic properties of 
scattering amplitudes. The approach that can be found in 
Refs. 1 and 2 is based on some special resolvent equation. 
The other approach2

-8 relies on the dilation analyticity tech­
nique. By this technique one can prove the following. Sup­
pose that the potentials both decay exponentially and are 
dilation analytic, and the channel eigenvectors have a suffi­
cient decay. Then the two-cluster-two-cluster scattering 
amplitudes can be continued meromorphically in a neigh­
borhood of the real axis outside of the threshold (see espe­
cially Refs. 5 and 8). 

In our paper we join those two approaches. We make the 
same assumptions as in the second approach. We prove that 
the two-cluster-two-cluster scattering amplitudes can be 
continued meromorphically around all the two-cluster 
thresholds that are not simultaneously more-than-two-clus­
ter thresholds. At those thresholds we obtain square root 
branch points if the dimension is odd and logarithmic 
branch points if the dimension is even, which is the same 
behavior as in the two-body case. 1.9 

II. NOTATION 

In this paper we use the notation from Ref. 1. For the 
reader's convenience, we will give a short summary of this 
notation. 

We study a many-body SchrOdinger operator acting on 
L 2(RdN ) defined by 

N d. N 

H= - L -' + L vi/ex; -xj ). 
;= 12m; ;.j= 1 

i<j 

In a standard way we remove the center of mass motion, 
introduce the concepts of a cluster decomposition D, a clus­
ter Hamiltonian H D' etc. 1,9-11 

The variables xD stand for intracluster degrees of free­
dom and thexD denote intercluster degrees offreedom. Ifwe 
represent the original Hilbert space as the tensor product 
L 2(XD) ®L 2(XD ) we can write our cluster Hamiltonian as 

HD =HD®l + I®TD, 

where TD is the kinetic energy of the c.m. motion of the 
clusters. 

If D is an i-cluster decomposition with 1 < i < N, then 
eigenvalues of H D are called i-cluster thresholds. The point 
zero is the only N-cluster threshold. The elements of 
L 2 (X D) that are eigenvectors of H D we denote by t/J a and 
call channels. We denote the threshold corresponding to the 
channel t/Ja by Wa and the corresponding cluster decomposi­
tion by D( a). If D( a) is a two-cluster decomposition then 
the corresponding reduced mass of the intercluster motion 
we denote by J.La and Va (z) will stand for (2J.La (z - Wa ) 
)1/2. The generalized eigenvector of HD(a) corresponding to 
the channel t/Ja with the intercluster momentun k we denote 
by t/Ja (k), explicitly: 

t/Ja (k)(x) = t/Ja (xD(a»exp(ikxD(al)' 

We define also 

Ta = Wa + TD(a) = Wa - d D(a)/2jta' 

The scattering amplitude for the a-f3 scattering at ener­
gy A is given by the formula 

ta{3 (k l ,k2 ) = (t/Ja (k l ), (V - VD(al )t/Jp (k2 ») 

+ lim (t/Ja (k l ),( V - VD(a) ) 
£-0+ 

XR(A + iE)( V - VD(P) )t/Jp(k2»), 

where Tat/Ja (k l ) =At/Ja(k l ),Tpt/Jp(k2 ) =At/Jp(k2 ),and(') 
denotes the scalar product.s,13 

We denote by PD the orthogonal projection onto the 
point spectrum of H D. Also Ixi means some fixed Euclidean 
norm of the vector x. The symbols pb, pD,b, and PD b 
will denote the operators of multiplication by 
exp( - b( IxI 2 + 1) 1/

2
), exp( - b( IxD 12 + 1) 1/2), and 

exp( - b( IXD 12 + 1) 1/2), respective'y. 
In contrast to Ref. 1, in this paper we will use the dila­

tion analyticity technique. So we have to introduce a family 
of unitary operators on L 2(Rd

) defined by (run fHx) 
= exp(dO /2) f(exp{O)x). 
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III. MAIN RESULTS 

The assumption that we impose on the potentials is a 
kind of unification of the dilation analyticity condition 13,14 

and of the condition of an exponential decay. It appeared 
before in a similar situation.4

,5,8 

Assumption 3.1: The potentials Vij can be factored into 
W (1) W (2) such that for some E> 0 and y> 0, 

Ij I] 

run W~k)r( - O)(pij,C) -I (1 - .6.ii) -1/2 extends to analyt-
ic families in 11m 0 I < y with values in compact operators. 

For simplicity we will conduct parts of our reasoning 
under a stronger assumption. 

Assumption 3.2: For some c> 0 and y> 0, 
r(O)vijr( - 0)(pij,2c)-1 extends to an analytic family in 
11m 0 1< y with values in L 00. 

It is easy to extend our proof to cover singular potentials 
satisfying Assumption 3.1 by following the ideas of Sec. V of 
Ref,1. 

Now we state the main theorem of this section, 
Theorem 3.3: Suppose Assumption 3.1 holds, Fix two 

unit vectors eland e2 and two channels ¢J a and ¢J P that corre­
spond to two-cluster decompositions D(a) and D({3), re­
spectively. Assume that the threshold energies lUa and lUp 

corresponding to these channels do not coincide with thresh­
olds of H D(a) and H D(P) , respectively. Then the following is 
true. 

(a) The scattering amplitude tap[Va(z)el,vp(z)e2] 
exists and can be extended to a meromorphic function of z in 
a neighborhood of the real axis outside the thresholds of H. 

(b) If lU is a two-cluster threshold that does not coincide 
with a more-than-two-cluster threshold and d is odd then 
taP [va (z)e l,vp (z)e2] can be extended to a meromorphic 
function of z in a neighborhood of lU on the Riemann surface 
of (z - lU) 1/2. If d is even then the same is true except that 
log(z - lU) replaces (z - lU) 1/2. 

Remark 3.4: (a) The result (a) has been known before 
(see Refs. 5 and 8). 

(b) If we are interested just in the existence ofthe two­
cluster-two-cluster amplitude we do not need to assume ei­
ther the dilation analyticity or the exponential decay of the 
potentials. Instead we can apply the results of Ref. 15 and get 
the existence for a much wider class of potentials. 

Now we present the main facts used in the proof of 
Theorem 3.3. Unless stated otherwise we will suppose As­
sumption 3.1 to be true. 

Theorem 3.5: (Balslev and Combes 13,14) The expression 
r(O)HDr( - 0) defined for real 0 can be extended to an 
analytic family for 11m 0 1< y. Let us denote this family by 
H D (0). The continuous spectrum of H D (0) is equal to 

where lUi runs over the set of all the threshold of H D' 

By R(O,z), ¢Ja (0), etc., we will denote the unique ana­
lytic continuation ofr(O)R(z)r( - 0), r(O)¢Ja' etc. 

Lemma 3. 6: Suppose that lU a is not a threshold of 
H D(a). Then for some a > 0 and y > 0 the vector (pD(a),O) -I 
X¢Ja (0) belongs to L 2 uniformly for 11m 0 1< y. 

Proof See Theorem XII.41 of Refs. 14 and 16. Q.E.D. 
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The next Lemma follows easily by the standard dilation 
analyticity techniques. 13,14 

Lemma 3. 7: Suppose 0 < 1m 0 < y. Let lU be a two-clus­
ter threshold that does not coincide with a more-than-two­
cluster threshold. Then (a) lU is isolated in the set of the 
thresholds of H; and (b) the following functions are analytic 
in z in a neighborhood of lU: R D (O,z)( 1 - P D (0») for a two­
cluster decomposition D, and R D (O,z) for a more-than-two­
cluster decomposition D. 

Lemma 3.8: Under the same assumption as above, if 
b> 0, d is odd, and D is a two-cluster decomposition, then 
the operator-valued functionpD,bRD (O,z)PD(O)pD,b defined 
for all z in a neighborhood of lU, except maybe for the cut 
lU + exp(20)R+, can be extended analytically onto a neigh­
borhood of lU on the Riemann surface of the function 
(z - lU) 1/2. If d is even the same is true except that 
log(z - lU) replaces (z - lU) 1/2. 

Proof Note that 

RD (O,z)PD (0) = L Pa (0) 
D(a)=D 

® (z -lUa - exp(20)TD )-t, 

where Pais the projection corresponding to a channel a and 
lUa is its respective threshold. In the above sum all the terms 
with lUa =llU are analytic around lU. The terms with lUa = lU 

are treated as in the Appendix to §X1.6 of Ref. 9. Q.E.D. 
Pro%/Theorem 3.3: We are only going to outline the 

argument since its basic ingredients are already given in de­
tail in Refs. 1 and 5. 

We use the formula for taP and Eq. (3.8) of Ref. 1 and 
obtain 

tap (k l,k2) = (ct>a (k l ),( V - VD(a) )ct>p(k2» 

p[A(A. + iE)](1 - M(A. + iE»)-IB(A. + iE) 

+ C(A. + iE) ]pp-I( V - VD(P) )ct>p(k2». 
The first term on the right-hand side is easy to handle; we 
will concentrate on the second one. We fix E>O. The func­
tion 

0-+ (p-I(O)(V(O) - VD(a) (O»)ct>a (O,k l ), 

p(O)[A(O,A. + iE)(1 - M(O,A. + iE»)-IB(O,A. + iE) 

+ C(O,A. + iE) ]p(O)p-I(O)(V(O) 

- VD(P) (O»)ct>p(0,k2» 
does not depend on 0 for 0 real and is analytic for I 1m 0 I < y; 
consequently it does not depend on 0 at all. Now fix 0 with 
11m 0 I < y. Suppose for simplicity that Assumption 3.2 
holds. By Lemmas 3.6-3.8 and methods from Secs. III and 
IV of Ref. 1, 

and 

p-I(O)(V(O) - VD(a) (O»)ct>a (O,k l ), 

p(O)A(O,A. + iE), M(O,A. + iE), 

B(O,A. + iE)p(O), p(O)C(O,A. + iE)p(O), 
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can be extended to analytic functions on a neighborhood of 
(j) on the Riemann surface of either (z - (j) ) -lor log (z - (j). 

Now we apply the analytic Fredholm theorem to the term 
(1 - M«(},)., + iE»)-I, which completes our proof. Q.E.D. 
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Scattering-into-cones theorem for a certain impurity scattering 
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The scattering-in to-cones theorem for impurity scattering in a periodically stratified potential 
in three dimensions is given. 

I. INTRODUCTION 

A simple and intuitive way oflooking at the scattering of 
particles is to relate their motion in configuration space (at 
t = + 00) to their momenta. Dollard's scattering-into­
cones theorem I asserts the following intuitive fact: for a nor­
malized free particle state l{I(x,t) (with the Hamiltonian 
-a) 

lim r II{I(x,tW d 3x = r 1~(kW d 3k, 
t-'"' Jc Jc 

A 

where C is an infinite cone with apex at the origin and I{I (k) 
is the Fourier transform ofl{l. That is, the probability that in 
the infinite future the particle will be found in C is equal to 
the probability that its momentum lies in the same cone. The 
theorem remains true for interacting cases (with a natural 
modification of the right-hand side) and it was generalized 
to cases with more general free Hamiltonians.2 Also, the 
theorem forms a justification for the usual relation between 
the scattering amplitude and the differential cross section. 3.4 

We generalize the scattering-into-cones theorem to the 
impurity scattering in a periodically stratified potential in 
three dimensions, Le., to the scattering for the pair 
(Ho = - a + Vp, H = Ho + V) where Vp is a periodic po­
tential (period 1) depending only on the first coordinate XI 

and V is a short range potential. 

II. SCATTERING-INTO-CONES 

The impurity scattering under the assumption that 
VpeL '"'(R) and VeL I(R) nL 2(R3 ) was studied in Ref. 5. 
First, we recall that there exists a generalized Fourier trans­
form which is a spectral representation for Ho (see Proper­
ties 11.3 and 4 of Ref. 5). 

Lemma 1: The unitary operator U: L 2(R;) -L 2(R~) 
given by 

(Uj)(k) = !.i.m. 1 3/2 Ip(xl,k l ) 
(217") 

Xexp( - ik1 'x l )f(x)d 3x, feL 2(R;) 

has the property UHoU -I = M).(k) and 

(U-Ig)(x) =l.i.m. 13/2 f{3(x l,k l ) 
(217") 

Xexp(ikl 'X l )g(k)d 3k, geL2(R~). 

Here {3(x l ,k l ) is a suitably normalized Bloch solution of 
Hill's equation, i.e., 

and 

-{3"(xl ,kl ) + Vp (XI ){3(xl,kl ) =A 1(k1){3(xl ,k1), 

f IP(x1,k1W dXI = I, 

P(xlIk1) = exp(iklx1)X(x1,k1) 

for some periodic (inx t ) functionx. HereM,.t(k) is the maxi­
mal multiplication operator (in the quasimomentum space) 
by the energy function A (k) = A I (k I) + k f . 

Notation: We write (Uj) (k) =/(k). 
As given in Ref. 5, as Ixl- 00, Go(x,y:E + iO) (the 

Green's function for the Lippmann-Schwinger equation) 
have dominant contributions only from those k 's on the con­
stant energy surface ~E whose group velocities are parallel 
to the direction of observation, and we can expect an analog 
of the ordinary theorem of scattering into cones. 

First we establish such a property for freely developing 
states (under Ho). 

Property 1: Let C be a circular cone with apex at the 
origin, i.e., C = {xER3: x·n.>alxl} where n is a unit vector 
and O<a<1. Then, for any $eL 2(R)3, 

!~~ L 1$(x,tW d
3
x = f XdVA(k»I~(kW d 3

k, 

(2.1) 

where $(x,t) = (e- itH<>$)(X) and Xc is the characteristic 
function of C. 

Proof: It is easy to see that Eq. (2.1) is equivalent to the 
existence of the limit ofa family of bounded operators in the 
weak operator topology. Thus it is sufficient to prove Eq. 
( 2.1) on a dense subset of L 2 (R3 

), which we choose as 

U-ICO'(G) = {$eL 2(R3); 4>ECO'(G)}, 

where 

G = R3/{k: kl = 0, ± 17", ± 217", ..• or A ;'(kl ) = O}. 

(See part II of Ref. 5 for special natures of the points 
k I = mT'.) Since U is a spectral representation of Ho, 

$(x,t) = (e-iH"t$)(x) 

= (217")-3/2 f e- 1Mk)t4>(k)l{I(x,k)d 3k. 

Note l{I(x,k) = elk'xX(Xl.kl)' where X(x1 + 1,kl ) 
= X(x1,k\) and X is piecewise smooth in k\. For simplicity 
write $(x,t) = $, (x). Setting il = x/t and defining I{It (il) 
= $(ilt,t), we have 
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'I1,(t?) = (217')-3/2 f ~(k) 
xexp(i(k·t? - A(k»)t)X(t?l t,kl )d

3k. 

Since ~eC 0 (G) and the functions involved are s~ooth in a 
sufficiently small neighborhood of the support ofCP, we can 
apply the standard stationary phase method (see Bleinstein­
Handelsman6 for instance). Then, 

t -3/2 [ 
'I1t(t?) = -- Iexp(i(kj·t? - A(kj»)t) 

2 j 

X~(kj)X(t?lt,kjl ) 

X exp( ~1Ti sgn(A ;' (kj »)) IA ;' (kjl ) 1- 1/2] 
+ OCt -512), (2.2) 

where V kA (k) I k = k = t? and the estimate of the remainder 
J "'-

is uniform with respect to t? (since cP is of compact support). 
For each t?, there are only finitely many kj's. Note that the 
stationary points can differ only in the first coordinates. Cor­
responding to the given cone C, let C' = {keR3

: VA(k)eC} 
and define 

<1>;( t?t) = (217') -3/2 L. ~(k)exp(i(k' t? - A (k) It) 

XX(t?lt,kl)d3k=='I1;(t?). (2.3) 

Let J be a fixed positive number and consider 

Fe (J,t) == ( _ d3xl<I>~(xW 
Je,lxl<.?t 

= ( _ d 3t? t 31'11;(t?W· 
Je,l.? I<.? 

From Eq. (2.2), as t- 00 

Fc<J,t) = ( _ d 3t? IIeXP(i(kj.t?-A(kj»)t) 
Je,l.? I<.? j 

X ~(kj )X( t?lt,kjl ) Y (kj ) + OCt -I) 1
2
, 

(2.4 ) 
where 

Y (kj ) = !IA ;'(kjl ) 1- 1
/

2 exp U1Ti sgn(A ;'(kjl »)]. 
Observe that each kj ( t?) is real analytic in t? if t? is in a region 
where kjl =l=n1T, A ;'(kjl )=1=0. Since X(xl,k l ) is periodic 
and C I in XI' we can expand X(xl,k l ) in the uniformly con­
vergent Fourier series 

X(xl,k l ) = I an (k l )exp(21Tnx l i)· 
n 

In view of the uniform continuity of an (k l ) in the sup­
port of~, when we put this series into (2.4), we can do the 
integration term by term. Now we want the nonvanishing 
contribution to Fe ( J,t) as t - 00, In the integral 

Fe(J,t) = I r _d 3t?{(exp[it(s(kj ) 
j,' Je,l.? I<.? 
m,n 

- s(k,) + 21T(n - m)t?I)) 
A A 

X(an (kjl )am (k'i ) <I> (kj )<I>(k,) 

XY(kj)~(k,»)} + OCt-I), 
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where s(kj ) = kj·t?-A(kj ), the nonvanishing contribu­
tions are only from the cases where the exponents are identi­
cally zero, because for the other cases we can use either the 
Riemann-Lebesgue lemma or the method of stationary 
phase depending on whether the t?-gradient of the exponent 
can or cannot vanish. Thus we have 

lim Fc<J,t) = I ( _IY(kj )1 2 

t- 00 j,n Je,l.? I<.? 

X I~(kj) 121an (kjl ) 12 d 3t? 

= I ( _IY(kjWI~(kjWd3t?, 
j Je,l.? I<.? 

since 

Ilan (kjt> 12 = t IXI (xl,kjl ) 12 dXI = 1 
n Jo 

(see Lemma 1). Now 

IY(kj )1 2 =! IA;'(kjl)I-I=J(~~) 
and kj(t?)'s have disjoint images locally. As a result, 

lim Fc<J,t) = ( I~(k) 12 d 3k, (2.S) 
t_ 00 Je'(Q) 

where C'(J) = {keR3
: VAeCand IVA 1 <J}. Writing 

Ie(J) = ( _ I~(k) 12 d 3k, 
Je·(.?) 

we have 

Ie==Ie(oo) = ( 1~(kWd3k 
Je'(oo) 

= ( 1~(k>j2 d 3k>Ic<J). 
Je' 

By the Parseval identity for U, Eq. (2.3) implies 

Ie = f 1<I>;(x>j2 d 3x. 

Based on these, we claim 

lim ( ICP;(x) 12 d 3X = Ie. 
t-oo Je 

Clearly 

O<:,Je - LICP;(XW d 3x 

= (Ie - Ie(J») + (Ic<J) - Fe(J,t») 

_ ( _ 1<I>;(x)1 2 d 3x. 
Je,lxl>.?t 

Given E> 0, choose a sufficiently large J such that 

O<Ie - Ie(J) <E13 

and choose TI so that for t> TI, 

IIc<J) - Fe (J,t) I <E13 [see Eq. (2.S)]. 

Also choose Tz such that for t> T2, 
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limi 14>~(x)12d3X<!..... 
t- '" c,lo 1;.0/ 3 

Thus for t>max(T.,T2 ), 

lIe - L 14>~(x)12 d3xl <E, 

and we have proved the claim. 
From this we also obtain the following properties. 
(i) If C and C are disjoint cases, then 

lim r 14>~(xW d 3x = o. /-'" .Jc 
(ii) IfCCe, then 

lim i 14>~(xWd3X= lim i 14>~(x)12d3x=Ic· 
1-00 c t-OCI C 

Property (i) is clear from the claim above (since the 
integrand is positive). For (ii), write e = C + C. Then, 
4>~(x) = 4>~(x) + 4>~(x) and 

L 14>~12 d 3X = L 14>~12 d 3X + L 14>~12 d 3X 

+ 2 Re L 4>~ 4>~ d 3x. 

As t -+ 00, the second term vanishes by (i) above and the 
third one also vanishes by the Schwarz inequality. 

Therefore, 

Ic = lim i 14>~(xW d 3X = lim i 14>/ (x) 12 d 3X 
/-'" C t_", C 

by (ii). That is, 

lim i l4>t (x) 12 d 3X = i 1~(kW d 3k. Q.E.D. 
t-", c C' 

Now we prove a similar property for fully developing 
states. Note that the wave operators 0. ± exist and are com­
plete under the assumption VeL 1(R3 )nL 2 (R3

) (see Ref. 
5). We follow Ref. 3. Given a cone C, define two projection 
operators Fc and Gc in L 2(R3

) by 

(Fcg)(x) = XC<x)g(x), 

(Gcg) A (k) = XdV..t(k»)g(k). 

Then we know, by property 1, 

lim IIFce - itH'>eI>1I 2 = IIGc 4>11 2, forany 4>eL 2(R3
). 

t_", (2.6) 
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Property 2: Let geL 2(R3
) with IIgli = 1. Then, 

limIlFce-itHo._gIl2 = IIGcSgIl2
, 

t-", 
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i.e., the probability that the scattered state (or state of abso­
lute continuity) will be found in the cone Cas t -+ 00 is given 
by 

f XdV..t(k»)i (Sg(k) \2 d 3k. 

Here S is the S-operator o.~ 0._. 
Proof: By the definition of the wave operator 0.+, 

lim e- itHe- itH"o.~ o._g = o.+o.~ o._g, 
t_", 

so 

lim lie - itH"Sg - e - itHo._gll = 0 
t-", 

since S = o.~ 0._ and o.+o.~ = Eae (H). In particular, 

lim IIiF ce - itH"Sg II - II F ce - itHo. _gil I 
t-", 

<lim I\e- itH"Sg - e- itHo._gll, since l\Fcll<1 
t-", 

= limlle-ltHe- itH"Sg - o._gll = lIo.+Sg - o._gll 
t-", 

= lIo.+o.~ o._g - o._gll = Ilo.-g - o._gll = o. 
Thus 

liml\Fce-itHo._gIl2 = limIlFce-itH"SgIl2 = IIGcSgIl2, 
t- 00 t_ 00 

by Eq. (2.6). Q.E.D. 
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The topology of the solutions derived in Part I [J. Math. Phys. 28, 1118 (1987)] is discussed 
in detail using suitable topological embeddings. It is found that these solutions are 
homeomorphic to S3 XR, R4

, or S2XR2. Singularities and boundaries in these manifolds are 
examined within a global framework. One of these boundaries (mentioned but not examined in 
Part II [J. Math. Phys. 29, 945 (1988)]) is regular (though unphysical), and is associated 
with an "asymptotically de Sitter" behavior characterized by an exponential form of the 
Hubble scale factor. Solutions with S 2 X R2 topology lack a center of symmetry [fixed point of 
SO (3)] and present a null boundary at an infinite affine parameter distance along 
hypersurfaces orthogonal to the four-velocity. This boundary, which in some cases is singular, 
can be identified as a null f surface arising as an asymptotical null limit of timelike 
hypersurfaces. Solutions with this topology, matched to a Schwarzschild or Reissner­
NordstT0m region, describe collapsing fluid spheres whose "surface" (as seen by observers in 
the vacuum region) has finite proper radius, but whose "interior" is a fluid region of 
cosmological proportions. In the case when the null boundary of the fluid region is singular, it 
behaves as a sort of "white hole." Uniform density solutions which are not conformally flat are 
all homeomorphic to S 2 X R2. Conformally flat solutions are also examined in detail. Their 
global structure has common features with those ofFRW and de Sitter solutions. The static 
limits of all nonstatic solutions are discussed. In particular, under suitable parameter 
restrictions, some of these static solutions, together with the nonstatic conformally flat 
subclass, are the less physically objectionable of all solutions. Hence, it is suggested that kinetic 
theory models could be applied to them. Possible cosmological applications are discussed. The 
global structure of Wyman's and McVittie's solutions is examined in the Appendices. 

I. INTRODUCTION 

In most papers dealing with particular cases of ChKQ 
solutions (category "b" in the Introduction of Part I, see 
Ref. 1), these solutions are used as models of bounded col­
lapsing spheres matched to Reissner-NordstT0m (or 
Schwarzschild) space-time (see Sec. XI of Part II). Besides 
previous work by Cook2 and Krasinske on conformally flat 
solutions, by Mashhoon and Partovi4 on charged configura­
tions, and by these latter authors5 and Collins6 on the Wy­
man solution,7 the global structure of ChKQ solutions (in 
the general case when they describe unbounded configura­
tions) has been barely examined. Hence, by filling this gap in 
the literature, this paper aims to continue the study of this 
large class of solutions initiated in the preceding paper (Part 
II, see Ref. 1 ). As in Part II, the approach is extensive rather 
than intensive, that is, looking at general properties common 
to large subclasses instead of studying individual solutions in 
great detail. Subclasses of ChKQ solutions skipped in Part 
II, such as solutions with two time-dependent parameters (t­
parameters, see Sec. V of Part II), uniform density, and con­
formally flat and static solutions, will be examined here. A 
brief description of the contents of each section is given be­
low. 

In Sec. II the topology (Le., homeomorphic class of 
equivalence) of the hypersurfaces of constant coordinate 

a) Present address: Racah Institute of Physics, Hebrew University, Jerusa­
lem 91904, Israel. 

time (i.e., the surfaces };T)' everywhere orthogonal to the 
four-velocity field, is studied. Knowing the topology of these 
three-surfaces, together with the information on the confor­
mal structure of the inextendible boundaries and complete­
ness of causal curves in these manifolds, allows one to de­
duce the topology of the latter. For this purpose, and 
remaining at the level of homeomorphic invariance, it is use­
ful to perform suitable topological (but not isometric) em­
beddings of the hypersurfaces };T and the space-time mani­
fold J( (as foliated by the };T) into Euclidean spaces of one 
extra dimension. Such embeddings, which are introduced 
and discussed qualitatively in Secs. II and III, show how the 
topology of the space-time manifold depends on the number 
of regular centers, or world lines of fixed points of SO (3 ) 
(see Sec. VIII of Part II), which each solution admits. Solu­
tions admitting two regular centers are homeomorphic to 
S 3 X R, while those solutions admitting one or zero regular 
centers are homeomorphic to R4 and S2 XR2, respectively. 
In some cases, these features are readily found from the coor­
dinate representation, but other cases require a closer exami­
nation in terms of invariant quantities such as the affine pa­
rameter of geodesics along the };T and the proper radius of 
the orbits ofSO(3). 

Section IV examines a boundary marked by finite coor­
dinate values which was mentioned (but not studied) in Part 
II [n = 0, Eq. 11(50)]. [Equation 11(50) denotes Eq. (50) 
of Part II. All reference to equations of Parts I and II will be 
made in this form.] As comoving observers approach this 
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boundary, their proper time 'T diverges, and so timelike geo­
desics (whose affine parameter is necessarily longer than 'T) 

are complete. Since the Hubble scale factor H diverges as 
n -+0 taking an asymptotically exponential form in terms of 
'T, the boundary n = 0 can be associated with a sort of "as­
ymptotically de Sitter" behavior of comoving observers in 
their infinite past/future (i.e., a sort of "inflationary 
phase"). As R, the radius of the orbits of SO(3), also di­
ary can be identified with a (future/past) null infinity sur­
face f + ("scri" plus/minus), which in some cases will be 
spacelike, like the f surface of de Sitter space-time,S 
though, depending on the parameters of the solutions, n = 0 
could be timelike, null, or without a globally defined confor­
mal structure. In the representation of the topological em­
beddings of Sec. III, the space-time manifolds look like hy­
perboloidal shapes near n = O. Hence the change of 
topology in the !.T can be associated to the fact that these 
spacelike slices "stretch" all the way to n = 0 in the infinite 
past/future of comoving observers. As reported by Cook2 

and Krasinski,3 this effect occurs also in conformally flat 
solutions which are examined in Sec. IX. The Wyman solu­
tion5

-
7 (see Appendix A) also exhibits this "asymptotically 

de Sitter" behavior. 
Section V examines ChKQ solutions in which the locus 

r = 0 does not mark the world line of a regular center. It is 
found that such a locus marks in these solutions a null 
boundary at infinite affine parameter distance along geode­
sics in the slices !.T' This boundary, which can be identified 
as a null f surface, is in some cases singular. Some of these 
solutions have a regular center at r = 1T, or at r = 00, and so 
are homeomorphic to R4. However, those solutions lacking a 
regular center have slices!'T with a "wormhole" S2 X R to­
pology and the space-time manifold is then homeomorphic 
to S2 X R2. The well-known McVittie solution,9 which is ex­
amined in Appendix B, belongs to the subclass of solutions 
discussed in this section. 

The collapse of fluid spheres formed when a solution 
without a regular center is matched to a Schwarzschild or 
Reissner-Nordstf0m space-time is examined in Sec. VI. 
From the point of view of the evolution of the "surface" of 
the sphere in the vacuum region, the collapse picture is simi­
lar to that discussed in Sec. XI of Part II, with the surface of 
the sphere terminating its evolution in the "finite-density" 
(FD) singularity [solutions of type (ii) ], or collapsing into 
a null "localized" (L) singularity [solutions of type (iv)]. 
However, the lack of a center in the fluid region means that 
the latter does not describe a stellar model and so, cannot be 
properly called an "interior" region. In fact the "inside" of 
this fluid sphere is a space-time region of cosmological di­
mensions, with its own f surface at r = O. Hence in type 
(iv) solutions, one has the realization of the "science fic­
tion" idea of "another universe" inside of a black hole, as 
observers inside of the collapsing sphere not only avoid the L 
singularity but have complete world lines and receive pho­
tons from infinity (the null f). In the cases in which the 
null f is singular, light rays from this boundary can be re­
ceived in the Schwarzschild or Reissner-Nordstf0m region, 
as if it were as a sort of white hole. These unusual features 
have been overlooked by authors, such as McVittie,lO Knut-

1178 J. Math. Phys., Vol. 29, No.5, May 1988 

sen, II Mashhoon and Partovi 12 (their Sec. VI), and Glass, 13 

who have investigated the collapse of this type of spheres. 
Section VII deals with ChKQ solutions with I{I (2) #0 

(i.e., not conformally flat) having two time-dependent pa­
rameters. It is shown that the extra t-parameter leads to a 
metric coefficient gil and a Raychaudhuri equation involv­
ing an elliptic integral of the second kind. Since a detailed 
study of the properties ofthese solutions would require nu­
merical work or series approximations of these integrals, it is 
not attempted. Instead, it is argued, using a simple particular 
example, that some features of the singularity structure of 
these solutions might change in comparison with the case in 
which L is constant (W-type solutions, see Sec. IV of Part 
II). However, the topology of the solutions does not seem to 
be affected by the existence of the extra t-parameter. 

Section VIII examines uniform density solutions with 
I{I (2) # 0 (UD solutions), all of which are particular cases of 
the solutions discussed in Sec. V, and are homeomorphic to 
S2 X R2. The case in which these solutions describe a neutral 
fluid in the presence of a source-free electric field is exam­
ined. Since this electric field is orthogonal to ua

, it is suggest­
ed that the wormhole topology of the slices !.T prevents the 
field lines converging into "sinks" or "sources," and so the 
neutral fluid behaves as a dielectric material with uniform 
polarization. Particular cases of UD solutions with such an 
electric field were examined in Sec. VI of Mashhoon and 
Partovi,I2 however, these authors did not suggest any expla­
nation for the apparent lack of electric field sources. Neutral 
UD solutions have been discussed by Glass l3 and by Eisen­
staedt, 14 but they ignored their singularity structure and glo­
bal properties. 

Conformally flat solutions (CF solutions) are studied in 
detail in Sec. IX, complementing the work of Cook2 and 
Krasinski. 3 Depending on their parameters, these solutions 
might present the FD singularity or a standard big-bang 
qualitatively similar to that of FR W solutions. The occur­
rence of the latter singularity was overlooked by these auth­
ors. The global structure of CF solutions is examined in con­
nection with the topology of the slices!. TO and with the help 
of the topological embeddings ofSecs. II and III. These solu­
tions share common global features with de Sitter or FR W 
solutions, and in particular, those solutions in which the 
boundary n = 0 and the FD singularity do not arise have 
global features similar to a closed (i.e., S 3 X R) FR W cos­
mology. The latter case constitutes those ChKQ solutions 
which are less physically objectionable from a local and glo­
bal point of view. 

The static limits of all nonstatic ChKQ solutions are 
examined in Sec. X. In particular, it is found that the static 
limit of UD solutions is the Reissner-Nordstr"m (or 
Schwarzschild) solution with the parameter L as a cosmolo­
gical constant, while CF solutions reduce to de Sitter solu­
tion or to the "interior" Schwarzschild solution. Other non­
static ChKQ solutions reduce to well-defined static 
solutions, some of which are already known (Buchdahl's 
relativistic generalization of polytropic spheres of index 5, 
see Refs. 12, 15, and 16). In Sec. XI, the possibility of a 
kinetic theory approach is suggested for some ChKQ solu­
tions in connection with the discussion in Sec. VI of Part II. 

Roberto A. Sussman 1178 



                                                                                                                                    

It is argued that kinetic theory configurations describing 
gasses with "detailed balance" collisions could be modeled 
on some static solutions (for example, Buchdahl's solution 
mentioned above). On the other hand, these static solutions 
and suitable nonstatic CF solutions could be used as models 
of collisionless gas mixtures, following previous work on this 
subject. 17-20 

In Sec. XII, the applicability of ChKQ solutions as cos­
mological models is discussed. In particular, it is argued that 
cosmological configurations proposed by Eisenstaedt l4 by 
matching CF and UD solutions are theoretically interesting 
but physically unacceptable from a local and global point of 
view. Since most ChKQ solutions either have privileged ob­
servers (i.e., observers comoving along a regular center) or 
have unphysical local and global features, it is suggested that 
the most suitable cosmological application would be to use 
the above-mentioned kinetic theory configurations as "Swiss 
cheese" models of local inhomogeneities in a FRW back­
ground. 

The global structure of the Wyman solution7 is exam­
ined in detail in Appendix A, as a continuation of Appendix 
A of Part II, and complementing the work of Collins6 and of 
Mashhoon and Partovi5 on this solution. Appendix B shows 
the global structure of McVittie's pioneering solution,9 
which has been suggested as describing a model of a "point 
particle" immersed in a cosmological fluid. 21-23 It is found 
that the global features of this solution are inconsistent with 
such a model. In Appendix C it is proven that different val­
ues of the parameter k in Eqs. II (2) correspond to the same 
solution if p = p (n (UD and CF solutions). 

II. THE SURFACES 1:T 

As mentioned in Sec. II of Part II, the time coordinate in 
the metric 11(1) [in whatever form II (31), II (32), or 
II (33)] denotes spacelike hypersurfaces, the surfaces l:" 
invariantly characterized by being everywhere orthogonal to 
the four-velocity field ua

• Since these hypersurfaces are ach­
ronal sets, so that the time coordinate labeling them is a 
global time function, ChKQ solutions (and in general, SSSF 
solutions) are stably causal space_times.24.25 In particular, 
the choice given by II (33), having the metric coefficient H 
fully determined as a function of the coordinates (T,r), is 
better suited to examine these solutions globally, and so un­
less stated otherwise, it will be adopted henceforth. 

Let vii denote generically any given ChKQ solution [a 
spherically symmetric space-time manifold with metric 
II( 1)], the set of surfaces l:T' denoted as {l:T}' constitutes a 
foliation of vii. Hence each l:T(T= To) is a three-dimen­
sional (3-D) Riemannian submanifold of vii, "without 
edge," characterized by the induced metric 

de? = H 2(To,r) [dr + f2(r) (dO 2 + sin2 0 d¢>2)], (1) 

where H is any of the forms given in Part I with T = To fixed 
andf(r) is given by the three choices ofEqs. 11(2): 

{

r, k=O, 

fer) = sin r, k = 1, 

sinh r, k = - 1, 
so that the surfaces l:T are manifestly conformal to three-
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surfaces of constant curvature. The latter type of three-sur­
faces are characterized by an induced metric like (1) with 
conformal factor H = Ho = const and 3-D Ricci tensor and 
scalar given by 

(3)a' .. =/j .. (3)a', 
IJ IJ 

(3) a' = k IHo, 

(2a) 

(2b) 

where (3) a' ij and (3) a' are not the four-dimensional Ricci 
tensor and scalar, a' a{3 and a', restricted to hypersurfaces of 
constant time, but the Ricci tensor and scalar computed with 
the three-metric gij [( 1) with H = Ho]. In three-surfaces of 
constant curvature the values k = 0, ± 1 mark whether this 
curvature is zero, negative, or positive, and so whether these 
hypersurfaces are isometric to the three-sphere S 3 (k = 1), 
to Euclidean space R3 (k = 0), or to the 3-D "pseudo­
sphere" 8 3 (k = - 1). 

However, the comparison between ~T [in which 
H = H(r)] and three-surfaces of constant curvature might 
be misleading, as two conformally related manifolds might 
have very different local and global properties. For example, 
the form of the Ricci tensor and scalar given by Eqs. (2) is 
associated with well-known group invariance properties of 
three-surfaces of constant curvature. Such properties char­
acterize globally these three-surfaces, but do not hold in gen­
eral for surfaces ~T ofChKQ solutions (even in the case of 
uniform density solutions where (3) YI is constant, see Sec. 
VIII). For the surfaces ~T with H = H(r), the Ricci scalar 
is in general the function of r given by II (18) [with 
o = 0 ( To) const], and thus might change sign locally [if 
2417' p( To,r) = 0 2

( To)] without conveying any information 
on the global structure of the slices l:T' Therefore, other 
intrinsic invariant quantities, besides (3) a', must be consid­
ered. 

Being spherically symmetric submanifolds, the surfaces 
l:T can be described globally as warped products of the form 
S2XR ~ (i.e., three-surfaces of revolution26 ), with '1f an 
open, semi-open or closed subset ofR, depending on whether 
l:T contains zero, one, or two centers [fixed points of 
SO (3) ], respectively. The fibers of S 2 X R '1f are then two­
spheres [orbits of SO (3 )], labeled by the coordinate r, 
whose proper area 417'R 2(r) and proper radius R =f1/ are 
given in terms of the warping functionR, which vanishes at a 
center. The leaves '1f are the set of "radial" curves with an­
gular coordinates 0 and ¢> fixed. Since the coordinate r para­
metrizing '1f has no geometric meaning besides providing a 
label of the orbits of SO (3), it is necessary to define an invar­
iant measure of spacelike separation between the fibers S 2. 
Such an invariant measure can be the proper "arc length" of 
the leaves of S 2X R '1f. Since the leaves in a warped product 
are totally geodesic submanifolds,26 the above-mentioned 
radial curves are geodesics of l:T (though not geodesics of 
vii), and their proper length is an affine parameter length 
along l:T defined as a smooth (at least C I) function~:'1f ..... R 
by 

~(r)= r H(To;r)dr= r her) E(To,r) dr, (3) 
J.. J" IT ( To;r) 

where the generic form of H ofII ( 43) has been used. Know­
ing the behavior of the invariants R and ~ along l:T is suffi-
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cient information to deduce its homeomorphic class of 
equivalence (i.e., its topology). However, it is important to 
know also if J/ is regular (in the sense of Sec. VIII of Part 
II) along a given ~T' Since the singular boundaries H = 0 
and Q = 0 (or other boundaries, such as II = 0, see Sec. IV) 
do not coincide (in general) with any ~T (see Table I of Part 
II), some of the ~T in any given J/ do not "reach" these 
boundaries and so extend for all the regular range of r. How­
ever, there are always ~T in J/ "reaching" either one (or 
two) of the boundaries, and so will not cover all the regular 
range ofr. 

A usual way to "visualize" three-surfaces like ~T is to 
embed them in R4

, preferentially performing an isometric 
embedding by demanding that the induced metric of ~T in 
R4 coincides with (I). However, an isometric embedding of 
~T in R4 is not always possible, and if it is, it requires usingR 
as radial coordinate in (I) (see Sec. 23.8 in Ref. 20), and so 
R (T,r) must be inverted as r(R,T) which, for the forms of H 
obtained in Part I, cannot be done explicitly in general. 
Though, in order to appreciate the structure of ~T at the 
level of topology, the geometric meaning of R can be used to 
perform a topological (though not isometric) embedding in 
which R(r) generates a surface of revolution in R4. Such an 
embedding is given by the map 

§': ~T_R4, 

(r,O,,p) -(r,R(r),O,,p) 

where R4 has the metric element 

ds2 = dr + dR 2 + R 2(dO 2 + sin2 0 d,p2) , 

(4) 

so that the surface of revolution §' (~T ) is homeomorphic to 
~T' A 2-D representation of ~T under the embedding (4) 
will be displayed further ahead for various forms of ~T' It 
will be assumed in this and the following section that {~T} 
foliate M- or W-type solutions (see Sec. IV of Part II) for 
which conditions 11(45) hold at r=O, III(T,r) I >0, and 
pi i= O. The cases excluded here will be examined in Secs. IV­
VIII, the cases k = I and k = 0, - I in Eq. (1) will be treat­
ed separately. 

A.Casek=1 

In this case the ~T not reaching the boundaries extend 
along the range O..;;r";;1T [T= T3 in Figs. lea) and l(b)]. 

T 

1180 

--'"-:'T;''' ...... 

(a) 
type(ii) 

r-tl 

T 

!:.!i ... _ ........ 

!.-::.l. .. __ ........ 

(b) 
type (iv) 
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Since R( T3 ,Q) = R( T3 ,1T) = 0 and R( T 3,r) > 0 for 
o < r < 1T, and so C(J = [0, 1T], ~ T contains two regular 
centers [fixed points of SO (3) ]. Thus ~ T is in this case ho­
meomorphic to S 3 and it can be embedded in R4 through the 
map (4) as a sort of "deformed" spheroidal shape in which 
r = 0 and r = 1T mark the two "antipodal" centers. A 2·D 
representation of §' (~T) is shown in Fig. 2 (a). Since ~ T is 
compact, it is also geodesically complete. 26 

If ~T reaches the FD singularity Q = 0, at say, r = r l , 

~ T extends along the range 0..;; r < r I [see T = TI in Fig. 
I (a)]. Thus one hasR( TI,O) = 0, R( TI,r) > Of orO < r< r l , 

and r I marks a two·sphere of radius R ( TI ,r I) = A / ( f oho) 
[A is a root of Q in I(24a)] at which vi{ is singular. Hence 
~T is in this case homeomorphic to R3, and it can be visua· 
lized as a sort of "opened" or "cracked" surface of revolu· 
tion in the embedding diagram of Fig. 2(b). If~T reaches 
the AD big bang H = 0 at r I' extending along 0..;; r < r I [see 
T= TI in Fig. l(b)], thenonehasR(TI,r) >OforO<r<r l 

and R( TI,O) = R( TI,r l ) = 0, but r = r l marks a singular 
point (curvature scalars of vi{ diverge even if causal curves 
are complete) and so it is not contained in ~T' Hence ~T is 
also homeomorphic to R3

, looking in the embedding dia· 
gram of Fig. 2 (c) like a sort of a surface of revolution "punc· 
tured" at r = rl' A third possibility arises if ~T reaches both 
singular boundaries, so that the regular range of r is 
r2 < r< r l with r2 > 0 and r l < 1T [see Fig. 1 (c)]. In this case 
~ T is homeomorphic to S 2 X R with the embedding diagram 
shown in Fig. 2(d). Since H is finite as r .... r 2 and/or r .... r l 

whenever ~T reaches a singular boundary,; evaluated from 
(3) is finite and so ~T is geodesically incomplete in the cases 
illustrated by Figs. 2(b)-2(d). 

B. Solutions with k=O,-1 

In this case one has R (T,O) = 0, and if ~T does not 
reach a boundary, the range of r is O..;;r < 00 [T = T2 in Figs. 
3(a) and 3(b)]. However, R(T2,r) might vanish as r- 00, 

and infinite values of r might be at a finite affine parameter 
distance. Hence, for R ( T2,r) > 0 (0 < r < 00 ), one has the 
following four possibilities as r .... 00: 

T 

R - 0, ; finite, 
R finite, ; finite, 

R finite, ; - 00, 

(c) 
type (i) 

(5a) 
(5b) 
(5c) 

FIG. 1. Domain of regularity of solu· 
tions with k = 1. Various surfaces 1:T 
and 1:, are represented as dotted hori· 
zontal and vertical lines. Solutions with 
k = 0, - I belonging to the case given 
by Eq. 5(a) have similar domains ofre· 
gularity, with r = 11' replaced by r = 00. 
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R 

(a) (b) 

R 

(d) 
(e) 

FIG. 2. Representation of the embedding of surfaces l:T in the case k = 1. A 2-D representation of'i'¥ (l:,), as surfaces of revolution in R3 with profile R (r), 
can be obtained by setting (} = 'IT/2inEq. (4). (a) represents a complete surface l:T homeomorphictoS 3 [T= T3in Figs. l(a) and l(b)]. (b) and (c) depict 
the incomplete surfaces T= T" homeomorphic to R4 of Figs. 1(a) and 1 (b). (d) corresponds to T= T2, homeomorphic toS 2 XR, in Fig. 1(c). 

(5d) 

In the case (5a), T = T2 is homeomorphic to S 3 with, = 00 

denoting an "antipodal" center [fixed point ofSO(3)] anal­
ogous to ,= 1T in the case k = 1 [Le., T = T3 in Figs. 1 (a) 
and 1 (b) ]. Therefore, the same arguments as in the case 
k = 1 apply (see Figs. 1 and 2), and there is always a suitable 
relabeling r = r(r) so that r( 00 ) is finite and 
~ = [O,r( 00 ) ]. In the case (5b), ,= 00 marks the end of a 
coordinate patch and so the topology of T = T2 cannot be 
known unless the coordinate, is analytically extended [see 
Fig. 4(a)]. Incases (5c) and (5d), T= T2 isgeodesically 
complete and since ~ = [0, ex ), it is clearly homeomorphic 

T 

1181 

(a) 

type(ii) 

r-O 

T 

H(~r)-O 

-------- ---------'1";"1';_. 

(b) 

type (iv) 
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to R3. The embedding diagram for these cases is shown in 
Figs. 4(b) and 4(c). 

T 

In cases (5c) and (5d) above, surfaces ~T reaching the 
singular boundaries Q = ° or H = 0, or both, might be ho­
meomorphic to R4 [T= T2 in Figs. 3(a) and 3(b)] or to 
S2XR [T= T, in Figs. 3(a) and 3(b), and T= T2 in Fig. 
3 ( c) ]. However, these surfaces [see Figs. 4 ( d) -4 (f)] are 
geodesically incomplete, since H(,o) [and thus ~('o)] is fi­
nite for, = '0 labeling the singular limit of the range of, 
along these ~T' 

In W-type solutions, and in general if L #0, the func­
tions nand E in Eq. (3) are of the same order in , as ,- 00 

[see Eqs. 1(28), 1(30),1(32),1(45), and 1(47)]. Hence, as 

(e) 

type (i) 

FIG. 3. Domain of regularity of solu­
tions with k = 0, - 1. This figure is the 
equivalent of Fig. 1 when r can take infi­
nite values. As in Fig. I, various surfaces 
l: T and l:, are displayed as dotted hori­
zontal and vertical lines. However, if; 
(the affine parameter along the l: T) be­
haves as in Eq. (5a), the domain of regu­
larity would be as in Fig. I with r = 00 

replaced by r = 'IT. 
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It f·" 

(a) 

It 

r 

(b) 

(d) 

r • 

It 

(e) 

r 

(c) 

r 

FIG. 4. Representation of the embedding of surfaces l:T in the case k = 0, - 1. This figure provides a 2-D representation of ~ (l:,) (as in Fig. 2) for various 
surfaces l:T shown in Fig. 3. (a) represents the case described by~. (5b), in which r must be extended in order to find out ifl:T is homeomorphic to S 3 or R3. 
(b) and (c) correspond to the cases ofEqs. (Sc) and (5d) describing complete surfaces l:T homeomorphic to R3 [T= T2 in Figs. 3(a) and 3(b)]. (d) and 

(e) correspond to incomplete surfaces T = T I , homeomorphic to S 2 X R, of Fig. 3. For the case described by Eq. (Sa), the embedding diagrams of the l:T are 
as those of Fig. 2, with r = 1f replaced by r = c:c. 

r-+ 00, one has ; - S h dr and R - jh, and thus the topology 
ofthose :IT extending towards infinite values of r, as deter­
mined by the different cases (5a), (5c), and (5d), follows 
from the behavior as r-+ 00 ofjh and h given by Eqs. I( 17) 
and 1(25). If k = Oandh is given by 1(25a) or 1(25d),:IT is 
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homeomorphic to S3 as in case (5a); however, for other 
combinations of k = 0, - 1 and h, one has either one of the 
cases (5b), (5c), or (5d) in which:IT is homeomorphic to 
a3 or the coordinate r must be analytically extended. For M­
type solutions, in which the function n is a constant along 
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the IT' it is difficult to grasp at first hand the behavior of R 
and ; as r --+ 00, and so the integral in (3) must be explicitly 
evaluated. 
III. THE GLOBAL VIEW 

Simply connected spherically symmetric space-times 
are globally decomposable into simple topological products 
of the form BXS2, where B is a 2-D Lorentzian surface or­
thogonal to the orbits of SO(3) (Refs. 27 and 28). Since 
space-time manifolds which are not simply connected have 
no physical interest,24 it will be assumed that ChKQ solu­
tions are either simply connected, or have simply connected 
universal coverings. As the coordinate patches (T.r) or 
(r,r) [rdefined by Eq. 11(12), o and t;b fixed] in Figs. 1 and 3 
(and also those used in Part II) are diffeomorphic to B, it 
should be possible to deduce the topology of JI from the 
information contained in these coordinate patches together 
with the knowledge of the topology of the surfaces IT- In 
particular, the change of topology of the IT (entirely due to 
the presence of singular boundaries) can be ascribed to the 
specific way in which the latter slice the space-time mani­
fold. 

A useful global representation of the IT was obtained in 
the previous section through the topological embedding (4) 
by using the geometric invariant meaning of the function R. 
A similar global representation of JI, which is useful at the 
level of topological structure, can be constructed by per­
forming a topological (but, again, not isometric) embedding 
of the latter (thought of as the set {IT}) into MS, a 5-D semi­
Riemannian space with signature (-, + , + , + . + ). 
However, the time evolution of JI should be conveyed into 
this embedding in an invariant manner. and since Tis merely 
a coordinate label, the parametrization of B by the proper 

r=O 

r=1t 

(a) (b) Type (ii) 

time r of comoving observers is better suited. If r is formally 
defined as the function r: JI --+ R given explicitly by Eq. 
11(53), together with the function R: JI--+R given as 
R = j1l, a convenient way to appreciate JI globally is pro­
vided by the following topological embedding: 

'll: JI .... M5 
(6) 

(T.r,O,t;b) .... (r(T.r),R(T.r),r.O,t;b). 

where M5 has the metric element 

d7J~s) = - dil + dr + dR 2 + R 2(do 2 + sin2 Odt;b2), 

so that 'll(JI), as a 4-D hypersurface ofMs, is homeomor­
phic to JI. The topology of ChKQ solutions follows by qual­
itatively examining the homeomorphic class of equivalence 
of 'll (JI) through suitable 2-D representations of the latter. 
As in the former section. this section only considers M - and 
W -type solutions in which I II I > 0 and II ( 45) hold at r = O. 
The cases k = I and k = 0, - 1 are considered separately. 

A.Casek=1 
In these solutions JI is homeomorphic to the "hyper­

cylinder" S 3 X R, shown as various forms of truncated cone­
like objects in the 2-D representations of 'll (JI) given in 
Figs. 5 and 6. For solutions of type (ii) [see Fig. l(a) J, the 
IT reaching the FD singularity Q = 0 are incomplete and 
homeomorphic to R3 because they "tilt" in such a way as to 
terminate in this singular boundary [T = T] in Fig. 5 (b) ] . 
In solutions of type (iv) [see Fig. 1 (b) ], as shown in Fig. 
5(c), the "hypercylinder" S3 XR becomes an infinitely long 
"neck" due to the fact that those IT reaching the AD big 
bang H = 0 do so as r --+ 00, and thus appear strongly tilted in 
the representation of 'll(JI). Since the "point at infinity" 

(c) Type (iv) (d) Type (i) 

FIG. 5. Representation of the embedding of 1 for solutions with two regular centers. These 3-D representations of ~ (1) are obtained by setting 8 = 17/2 
and ~ = 0 in Eq. (6). As shown in (a), vertical curves are the profile T(R) for fixed r, while horizontal curves give the profile R (r) for fixed T. Additionally, 
for each curve r(R) (r = ro, 8 = 17/2, ~ = 0), one can associate the curve r(R) corresponding to r = ro, 8 = 17/2, and ~ = 17. These curves are plotted as 
"mirror images" of those with ~ = 0, leading to the objects of (b)-(d). Various surfaces l:T are depicted as thick, tilted curves. The complete surfaces 
T = T3, homeomorphic to S 3, of Figs. 1 and 2 appear as closed circles. Incomplete surfaces T = T, and T = T 2> homeomorphic to R3 and S2 X R appear as 
open curves. In all cases, the space-time manifold 1 is homeomorphic to S 3 X R. 
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T 

T.T2t---+----~ 

r 

(a) (b) (c) 

T 

r 

(d) (e) (I) 

FIG. 6. Representation of the embedding of JI for solutions with Land FV singularities. Consider a type (iv) solution whose domain of regularity is shown in 
(a) and (d). IfE> (1;,) - - 00 along r = 1T, as shown in (a), the boundary H = o consists ofa L singularity and an AD big bang, whileifE>( 1;,) - - 00 along 
r" < r < 1T, as in (d), one has a combination of Land FV singularities and AD big bang. A representation of if (JI), analogous to those shown in Fig. 5, is 
displayed in (b) and (e) for both cases, with the Land FV singularities looking like a rigged line and a hole in JI. Notice how the surface T= T, bends 
upwards reaching the AD big bang at r = 00. Both representations are homeomorphic to the objects with topology S ' X R shown in (c) and (f), indicating 
that the Land FV singularities do not change the S 3 X IR topology that JI would have if these singularities were absent [see Fig. 5 (c) ]. If the solution has only 
one regular center (say at r = 1T), the embedding diagram would be similar to (b), except that the horizontal profile curvesR(r) would not close around the 
second center r = 0 [see Fig. 7(b)]. 
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representing H = 0 in Fig. 5 (c) is not part of J(, then one 
has a similar situation to a cone in R3 in which the singular 
point at the top has been removed. For solutions of type (i) 
[see Fig. I (c) ], and as shown in the representation of Fig. 
5(d), some of the l:T are incomplete and homeomorphic to 
S 2 X R [as in Fig. 2 ( d) ], starting in Q = 0 and tilting all the 
way toward H = 0 as T- 00 • 

In solutions presenting the AD big bang H = 0, the rep­
resentation of 'C (J() shows this timelike singular boundary 
as a singular "slit" located in the infinite top end oflong and 
thin "neck" [see Figs. 5 (c) and 5 (d) ]. It is interesting to 
notice that the presence of the other singularities discussed 
in Sec. X of Part II, as seen through the embedding (6) do 
not change the S 3 X R topology of J(. For instance, if a L 
singularity emerges at r = 1T, T = To [see Fig. 6 ( a) ], then 
the representation of 'C(J() given by Fig. 6(b) shows this 
null singularity as a singular "line" extending from T( To) 
toward T - 00 at the AD big bang H = 0, that is, as a sort of 
"scratch" across 'C (J(). If a spacelike FV and null L singu­
larities arise as e diverges at T = To [see Fig. 6 (d) ], the 
situation is that depicted by Fig. 6(e), which shows the com­
bination of these singularities as a "hole" and a scratch in 
'C (J(). In both cases M is homeomorphic to S 3 X R just as 
the "rigged" and "punched" cones of Figs. 6(c) and 6(f) are 
homeomorphic to SIX R. 

B. Case k=O,-1 

In the cases given by Eq. (5a), J( is homeomorphic to 
S 3 X R and the arguments above apply, with r = 1T replacing 
r = 00 as the antipode center to r = O. However, in cases 
given by Eqs. (5c) and (5d), J( is homeomorphic to R4

, 

1:--

(a) type (ii) (b) type (Iv) 

shown in Fig. (7) as "opened" sheets connected through the 
center r = O. For solutions of type (ii) [see Fig. 3(a)], the 
FD singularity Q = 0 looks in the representation of 'C (J( ) 

given by Fig. 7(a) like a "crack" in the opened sheets. The 
surfaces l:T not reaching Q = 0, being complete and homeo­
morphic to R3

, appear in this representation as curves open­
ing towards r- 00 and closing up at r = O. The incomplete 
surfaces l:T' whose topology is S2XR or R3

, depending on 
whether they close around r = 0, appear as open or discon­
nected curves. For solutions of type (iv) [see Fig. 3 (b) ], 
those l:T which avoid H = 0 behave in the embedding dia­
gram of Fig. 7(b) in an analogous manner as similar l:T 
surfaces in the case of solutions oftype (ii). However, those 
l:T reaching this singular boundary are strongly tilted bend­
ing all the way towards T- 00. For solutions of type (i) [see 
Fig. 3 ( c) ], the representation of 'C (J() is shown in Fig. 
7(c). 

As in the case k = I, the AD big bang H = 0 looks in the 
representations of 'C (J() as a singular slit; however, if 
k = 0, - I [except the case (5a)], this slit [see Figs. 7(b) 
and 7 (c)] is infinite as it prevents the closing of those l: T 

reaching it. If a null L singularity arises, it would appear in 
the representation of 'C (J() in a similar way as in Fig. 6 (b) 
as a sort of scratch extending all the way towards H = 0 as 
T - 00 • If a spacelike FV singularity arises together with the 
L singularity, then these features would appear in the repre­
sentation of ~ (J() as a crack and a scratch, as in Fig. 6(e). 
However, in all these cases the topology of J( would remain 
R4. 

From the evaluation of the integral (3) and the embed­
dings (4) and (6), the topology ofthe M- and W-type solu-

(c) type (\) 

FIG. 7. Representation of the embedding of 1 for solutions having only one regular center at r = O. This representation of ~ (1) is equivalent to that of Fig. 
5. As in the latter figure, vertical and horizontal profile curves denote surfaces :I, and surfaces of constant 1'. Various surfaces :I T of Figs. 3 and 4 are depicted 
as thick, tilted open curves. The surfaces T = T2 are complete and homeomorphic to R3

, while surfaces T = T, are incomplete and have topology S 2 X R. In 
all cases,1 is homeomorphic to R4. 
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TABLE I. Topology ofM-type and W-type solutions. This table displays the topology of solutions classified in Tables III and IV in terms ofthe values of k 
[choice off (r) in Eq. II (2) ) and of the form of the functions h and X defined by Eqs. I (23) and I( 25). The fourth column from leftto right is concerned with 
solutions discussed in Sec. V, hence, UD solutions (uniform density with '1#(2) #0) correspond to the row X2 with k = O. 

Form of h and X Topology of solutions 
in Eqs. I( 25) with a regular center 

and (11) Value of k at r=O 

XI c#O 
a#O k=O,1 S3 X R 

~>O 

k= -I R' 

X2 c#O 
a=O k=1 S3 X R 

b2=~ 

k=O,-1 R' 

X4 b#O 
a#O k=O,1 S3 X H 

~=O 

k= -I H' 

X5 
a=b=O k=1 S3 X H 

~=O 

k=O, -I H' 

X3 
a#O k=1 S3 X R 
~<O 

k=O S3 X R (if L #0) 
H' (ifL=O) 

k= -I R' 

tions classified in Table I of Part II can be related to the value 
of k plus the form of the functions h and X in Eq. I (25). This 
relation is shown in Table I for the solutions classified in 
Tables III and VI of Part 1. 

C. Global hyperbollclty 

As shown by the topological embedding (6), M- and W­
type solutions with a regular center at r = 0 and in which 
I II I > 0 holds are homeomorphic to l:T X R, where l:T is any 
l:T not reaching the boundaries of 1. Hence, these solu­
tions seem to have a simple global structure, fully deter­
mined by the topology of the l:T reaching the existing (one 
or two) centers [fixed points SO (3) ]. This situation (as far 
as the topology is concerned) is similar to the particular case 
when a space-time manifold 1 is globally hyperbolic, ad­
mitting a Cauchy hypersurface C(f, in which case 1 is ho­
meomorphic to the product C(f X R (see Ref. 25). However, 
since 1 is globally hyperbolic if and only if it has acausal 
(i.e., spacelike or null) boundaries,29.3o then some ChKQ 
solutions, such as solutions of types (i) and (iv) presenting 
the timelike singular boundary H = 0, are definitely not glo­
bally hyperbolic. This is a consequence of the fact that global 
hyperbolicity implies stable causality, but the converse is 
false. 

However, even for solutions of type (ii) and (iii), whose 
only boundary is (apparently) the spacelike FD singularity, 
global hyperbolicity will not hold if there are other (yet) 
undetected timelike boundaries, such as a time like null infin-
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Topology of solutions 
with a null boundary Behavior of Wand Q 

atr=O in Eqs. (13) 

c = 0 [Eq. (lla)) As in Eq. (l3a), 
R' except NMcV(r2) (X I) 

and ChMcV(r2)(X 1) 
S2XR2 which correspond to 

Eq.(l3c) 

c=O [Eq. (lIb») As in Eq. (l3a) 
R' except NMcV(r2) (X2) 

and ChMcV(r2) (X2) 
S2XR2 which correspond to 

Eq. (13c) 

b=O [Eq. (llc») As in Eq. (l3c) 
H' if L = O. As in Eq. 

(l3a) if L #0 
S2XH2 

ity surface f ("scri") similar to that of the anti-de Sitter 
solution.!! The occurrence of such a timelike f is possible, 
especially if 1 is homeomorphic to R4

, though it will cer­
tainly be absent in solutions of type (iii) homeomorphic to 
S 3 X R [see Fig. 1 (c) of Part II], the latter being without 
doubt globally hyperbolic. Solutions of types (i), (ii), or 
(iv), homeomorphic to S 3 X R, might also be globally hyper­
bolic, especially if e vanishes or diverges at a given ~T so 
that the fluid bounces between a past and a future FD or FV 
singularities avoiding H = 0 (see Fig. 1 of Part II). These 
singularities can be subjected to the formalism ofWald and 
Yip30 in order to verify if they admit a global parametriza­
tion by normal coordinates. However, solutions homeomor­
phic to R4 are likely to have f ± surfaces, and so the ques­
tion of their global hyperbolicity requires further 
examination connected to verifying the conformal structure 
of these boundaries. This will not be attempted in the present 
paper. 

IV. ASYMPTOTICALLY DE SITTER SOLUTIONS 

From the form of the expressions of H derived in Part I, 
the boundary II = 0 [Eq. II(50)] occurs in those W-type 
solutions (L = const > 0) and solutions with time-depen­
dent L (see Secs. VII and IX) in which the function II (T,r) 
has real zeros. Some M-type solutions, such as 
NMcV(r2) (X 1,2) and its charged version 
ChMcV(r2)(X1,2) present a similar boundary at T= 0 
(see Appendix B and Table II). This regularity boundary 
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TABLE II. Solutions presenting the boundary II (T,r) = O. This table complements Table I of Part II by giving the coordinate representation of the domain 
of regularity and boundaries for solutions presenting the boundary II = 0 (see Sec. IV). Parameters 11-, E, l1 and functions h, X, and u corresponding to each 
specific solution are those found in Tables III, VI, and VIII of Part I. 

Solution Type Domain of regularity n(T,r) =0 O(T,r) =0 H(T,r) =0 

NMcV(r2) (X 1,2) ii O<T«p12)u T=O T= (p12)u 
iv 0< Tdlpl12)u T=O T= (lpI/2)u 

ChWy(r2,r2) (X 1,2) ii --.!.. <T< u-ll12c , T+u>O T= -u T= 
u-ll12c 

(ll12c)u - I (ll12c)u - I u 

ChWy(r2,r2)(X3) iv - u<T<u-1 T= -u T=u-I 

ChMcV(r2)(X 1,2) iv O<T dlpl + vIlE)u12 T=O T= (Ipl + vIlE)u12 

ChWy(r2) (X 1,2) ii vu,,< T +X<2vu.,p T=vu,,-X T=2vu,,p-X 
{3 as in Table I of Part II 

ChWy(r2)(X4,S) iv (v2 - I)u< T < (v3 - v2)u T= (v2-I)u T= (v3-v2)u 

ChWy(r2)I(X 1,2) ii v2!(v2 -I) <cosVd V= 11' V= cos-'[v2!(v2 - I») 
V"'v(Il12)[ T + X) 

ChWy(r2)1c5+ (X 1,2) ii (y_)u12< T<!a, + (if, + 4) ''')u12 T= [a,+ (a~ +4)''')ul 

2 
Y _ as in Table I of Part II 

will be examined in this section for the case L = const (W­
type solutions and the M-type solutions mentioned above), 
leaving the C!lSes with L = L( n for Secs. VII and IX. 
Throughout this section the coordinate choice II (33) will be 
used and, unless stated otherwise, it will be assumed that the 
equation of state has been chosen [choice of 0 ( n) so that 
the fluid does not bounce in such a way as to avoid n = O. 

At n (T,r) = 0, which corresponds in general to finite 
coordinate values T and r, the metric coefficients Hand R 
diverge as 0 tends to a constant value, which will be different 
for each class of comoving observers because n ( T,r) = 0 
does not coincide with a surface l:T' Though in the case of 
the M-type solutions mentioned above, where n = 0 be­
comes T = 0, 0 has the same "terminal" value 0(0) for all 
comoving observers. Hence, in all these cases, space-time is 
inextendible beyond this boundary, and from Eq. 11(7), H 
behaves asymptotically along an arbitrary surface l: r labeled 
by r= r l , as 

(7) 

where TI is the time coordinate value satisfying 
n(TI,r l ) = o. This form of H can be described as a sort of 
"asymptotically de Sitter" behavior. As H -- 00 in (7), 
'T-- 00, and so comoving observers reach n = 0 in their infi­
nite future (or past, depending on the sign of 0). Although 
o and 'T are in general different for r=l=rl' the same qualita­
tive behavior of H, as shown in Eq. (7), occurs for all comov­
ing observers reaching n = o. 

This asymptotically de Sitter behavior can be connected 
to the fact that the term L(jh)2 in the right-hand side ofEq. 
II ( 16a) plays the role of a sort of position-dependent "cos­
mological constant." And so, when L> 0, all these terms, 
except L (jh) 2, vanish asymptotically (as 'T __ 00 and H -- 00 

for finite r). However, if L <0, Eq. II( 16a) implies that H 
and R are necessarily bounded for finite r. Also, for M-type 
solutions having L = 0 [except NMcV(r2)(X1,2) and its 
charged version), H, and R diverge for finite r only if 
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T= (y_)uI2 

1 T 1-- 00, thus if0 is chosen (i.e., choice of equation of state) 
so that 0 -- const as 1 T 1-- 00, the asymptotically de Sitter 
behavior associated with Eq. (7) occurs (see Appendix A 
for an example). 

The state variables p, p, and q (and thus, curvature sca­
lars such as f!It or f!It a{:Jf!lta{:J) remain bounded as n --O. From 
the field equations II( 14b), II( 16), 11(20), and 11(21), for 
solutions with L > 0, the state variables approach the follow­
ing asymptotic values: 

41Tq--0, 

S1Tp __ 0 2/3 - 3(jh)2L, 

S1TP-- - 0 2/3 + (jh)2L, 

(Sa) 

(Sb) 

(Sc) 

as n -- O. These values are finite in general, indicating that 
n = 0 is not a singular boundary, but rather a sort of coordi­
nate compactification bringing points at infinity into finite 
coordinate values. This "blowing up" of Hand R in the infi­
nite past or future of the comoving observers, together with 
the asymptotically de Sitter form of the Hubble scale factor 
in Eq. (7), justifies regarding the evolution of the fluid near 
n = 0 as a sort of "inflationary-like phase." This situation 
occurs under perfectly regular, though unphysical, condi­
tions. In fact, by looking at Eqs. (Sb) and (Sc), as n __ 0, the 
weak energy condition is violated, since p + P __ - L (jh) 2/ 
417'<0. Equations (S) with L = 0 also apply to the M-type 
solutions NMc V (r2) (X 1,2) and their charged versions, and 
in general to all M-type solutions in which 0--const as 
1 T 1-- 00 • In the cases with L = 0, one has the more accepta­
ble asymptotic limit p + P -- O. 

Since 'T diverges as n --0, this boundary corresponds to 
infinite values of the affine parameter of timelike geodesics 
reaching it. Regarding the completeness of null geodesics, as 
H -- 00 forfiniter,onehasdv;::::H[ (L 1/2/h l )dt + dr), which 
is not an exact differential and thus, the integral in 11(55) 
cannot be computed approximately as it was done in Part II 
for the boundaries H = 0 and Q = O. However, since R also 
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T 

q 

<a) Eho 

T 

r .. 
o 

<b) 9< 0 

FIG. 8. Light cones near the boundary n = O. Let n (TI,rl ) = 0, so that 
n = Oisin the infinite future (a) or infinite past (b) ofacomovingobserver 
labeled by r = rl' The light cones of this observer near n = 0 are represent­
ed by the line segments ap and bp, whose slope in the (T,r) coordinates is 
given by [dT / dr) null [Eq. (9»). From the construction of this figure, it 
follows that the boundary n = 0 is spacelike at ( Tl,r I) if the absolute value 
of [dT /dr) null is larger than the slope ofthe line segment opq [i.e., condi­

tion (10»). 

diverges as II -0, and as a result of the invariant characteri­
zation of R in spherically symmetric solutions, one would 
expect these curves to be complete if R diverges along 
them. 3

• Information about the conformal structure of this 
regularity boundary follows from the study of null geodesics 
near coordinate values satisfying II = O. As H - 00 for finite 
r, Eq. II (56) with the coordinate choice II (33) becomes 
approximately 

[
dT] _ + 0(T.) h(r.) (9) 
dr null - - 3 L • /2 ' 

whereT= T.andr=r.satisfyII(T.,r.) =O.SinceEq. (9) 
provides the slopes of the light cones along II = 0 in a (T,r) 
coordinate diagram, the conformal structure of this bound­
ary follows by comparing these slopes with the slope of the 
boundary II = 0 in these coordinates, bearing in mind, of 
course, that the "interior" of the light cones is given by the 
"vertical" direction along the timelike world lines of comov­
ing observers (r = const). This is illustrated in Fig. 8. The 
boundary II( T,r) = 0 becomes in (T,r) coordinates a con­
straint of the form T = - X + 00' where X = f h 2 dy 
= ff h 2 dr is given by Eqs. I (25) and 0 0 is a constant whose 

form depends on the parameters of the solutions (see Table 
II). Hence if0 <0 so that II( T.,r.) = 0 is in the past of the 
comoving observer r = r. [see Fig. 8 ( a) ], this boundary will 
be spacelike if the condition 
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(10) 

holds (and null with the equality sign). It is not possible to 
say whether this condition will be satisfied in general, inde­
pendently of the choice of equation of state (choice of 0) 
and parameters (o,b;c) and k = 0, ± 1, or all along the 
boundary. However, in the case of the Wyman solution, 
which presents this boundary, condition (to) holds for all 
comoving observers if 10( n I> 0 for all T (i.e., the fluid 
does not bounce), and so in this case II = 0 is everywhere 
spacelike. This fact will be shown in Appendix A. For CF 
solutions, II = 0 is spacelike (see Sec. IX), and for the solu­
tions NMcV(r2)(X 1,2) and their charged versions, this 
boundary (whose coordinate representation is T= 0) is 
spacelike or null (see Appendix B). 

The effect of the occurrence of the boundary II = 0 in 
the global properties of the solutions can be discussed in 
terms of the topology of the surfaces 1: T and the topological 
embedding (6). As II = 0 corresponds to infinite values of R 
for r finite, this boundary cannot occur in solutions of type 
(i) and (iii). Hence, in a given type (ii) or (iv) solution 1, 
the surfaces 1:T might (a) extend throughout the full regular 
range of r, (b) reach only one of the boundaries II = 0, 
H = 0, or Q = 0, or (c) extend between II = 0 and either 

T 

r 

(a) 

T 

Q(T.r) =0 

r 

T=OI--------~--~--~~--------__ --

n(T,r) = 0 

(b) 

FIG. 9. Domain of regularity of solutions presenting the boundary n = O. 
As in Figs. I and 3, surfaces 1:r and 1:, are represented by horizontal and 
vertical dotted lines. The thick curve below the figures could represent ei­
ther the boundary Q = 0 or H = 0, depending on whether the solutions are 
of type (ii) or (iv). 
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one of Q = 0 or H = O. Assuming that conditions II ( 45) 
hold at r = 0, the cases k = 1 and k = 0, - 1 will be consid­
ered separately. 

A.Casek=1 

If ~T does not reach either boundary [T = 0 in Fig. 
9 (a) ], it is homeomorphic to S 3 and complete [with an em-

(a), type (ii), k = 1 

(c). type (ii). k = 0.-1 

bedding diagram as in Fig. 2 (a) ]. If ~ T extends from either 
one of the centers (r = 0 or r = 1T) to the boundary II = 0 
[T= T2 in Fig. 9(a)], it has topology R3

, since H- 00 as 
II - 0 and from Eq. (3), ~ diverges if the upper limit of inte­
gration in (3) is a value of r satisfying IT ( T,r) = 0 [r = r2 in 
Fig. 9 (a) ]. As vii is regular at IT = 0, ~ T is in this case 
geodesically complete having an embedding diagram as in 

(b). type (iv). k =1 

(d). type (iv). k = 0.-1 

FIG. 10. Representation of the embedding of J( for solutions presenting the boundary n = O. As in Figs. 5-7, horizontal and vertical profile curves denote 
surfaces l:, and surfaces of constant T. In particular, the boundary n = 0 can be associated with the exponential form of the vertical profile curve T(R) (fixed 
r) in the lower part of the figures. Various surfaces l: r of Fig. 9 are depicted as thick, tilted curves. In (a) and (b), J( is homeomorphic to S 3 X R, even though 
the topology of the complete surfaces l:r (for example, T= T, and T= T2 ) changes fromS 3 to R3. In (c) and (d), J( is homeomorphic to JR", as the profile 
curve R (r) (T fixed) does not close around a second center. 
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Fig. 4 (c) with r = 00 replaced by r = r 2' As in solutions 
without II = 0, the topology of surfaces ~T within JI 
changes as surfaces ~ T reach the boundaries H = 0 and/or 
Q = 0, and now II = O. 

As shown by the representation of W(JI) of Figs. 
lO(a) and lO(b), Jllooks like a sort of conelike object with 
a hyperboloidal r(R) profile and is clearly homeomorphic 
to S3 X R. A given ~T reaching II = 0 [say, at coordinates 
(r2,Tz)] stretches towards r- 00, and so appear as a "tan­
gent plane" of this hyperboloidal shape, avoiding the world 
lines of comoving observers with r. < r < 'IT [see Figs. lO(a) 
and 10(b)]. The form of W (JI) near II = 0 (as r- 00 ), as 
depicted in Figs. lO(a) and lO(b), is qualitatively analogous 
to the shape of de Sitter space-time as a hyperboloid when 
embedded in R5 (see Ref. 8). Such a qualitative resemblance 
fits the "asymptotically de Sitter" behavior associated with 
Eq. (7), and as shown by KrasinskV de Sitter space-time 
can be foliated by spacelike slices whose topology changes 
(from S 3 to R3

) in a similar way as the topology of the ~T 
reaching II = 0 changes in Figs. lO(a) and lOeb). This situ­
ation will be further commented in Sec. IX. 

B. Case k=O,-1 

Some of these solutions might be homeomorphic to 
S3 X R, depending on whether another center (besides 
r = 0) exists, as in case (5a), and the same arguments dis­
cussed for the case k = 1 apply. For solutions corresponding 
to the cases given by Eqs. (5c) and (5d), conditions II( 45) 
only hold at r = 0, though there might not exist surfaces ~T 
which avoid II = 0 or the singular boundaries [i.e., extend­
ing from r = 0 to r -+ 00, see Fig. 9 (b) ] . Surfaces ~ T extend­
ing between r = 0 and II = 0 [T = T2 in Fig. 9(b) ] are geo­
desically complete and homeomorphic to R3

, their 
embedding diagram being analogous to that depicted in Fig. 
4(c) with r- 00 replaced by r-+r2, where r2 satisfies 
II(T2,r2 ) = O. On the other hand, surfaces ~T reaching ei­
ther one of the singular boundaries Q = 0 or H = 0 [see Fig. 
9 (b)] are geodesically incomplete, being either homeomor­
phic to R3 if they extend to r = 0, or to S 2 X R if they reach 
II = 0 [T= T. in Fig. 9(b)]. 

As shown by the representations of W(JI) of Figs. 
10 ( c) and 10 ( d), JI is in all cases homeomorphic to R4. As 
with the case k = 1, the representation of W (JI) has a hy­
perboloidal profile with those surfaces ~T reaching II = 0 
being "tangential" to it. However, the R4 topology occurs 
because JI does not "close" around a second center, and so 
just as in solutions with I II I > 0 (see Figs. 5-7), the singular 
boundaries Q = 0 and H = 0 appear as a "crack" and a 
"slit" on top of W (JI). Thus, in these cases, the "asymptoti­
cally de Sitter" behavior of Eq. (6) does not match a de 
Sitter-like topology S 3 X R. 

C. Particle horizons 

As mentioned before, causal curves reaching II = 0 
must be complete. Hence this boundary can be identified as a 
coordinate representation of a (future/past) regular null in­
finity surface f ± ("scri" plus/minus) associated with the 
regular infinite (future/past) of null geodesics and comov-
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FIG. 11. Particle horizons and the boundary n = O. This figure displays a 
conformal diagram of the boundary n(T,r) = 0, in the case in which it is a 
spacelike boundary at the infinite past of causal curves (i.e., a oF _ surface). 
World lines of comoving observers and surfaces:IT are depicted as vertical 
dotted lines and dotted curves, respectively. The past light cones of the ob· 
server r = rz are shown, extending all the way towards n = 0 but without 
reaching r = r. or r = r3, observers lying outside the particle horizon of 
r rz. The boundary n = 0 need not be always spacelike (see Appendix 
A). 

ing observers. If this boundary is spacelike, then following 
the discussion in Sec. 5.2 of Hawking and Ellis,8 one must 
have particle horizons similar to those arising in de Sitter 
space-time. This situation is illustrated in the conformal dia­
gram of Fig. 11, which shows this boundary in the case in 
which it is spacelike. Table II lists those solutions of Tables 
III and VI of Part I and Table I of Part II in which II = 0 
occurs. The conformal structure and global view of this 
boundary is discussed for the case of the Wyman solution in 
AppendixA. 

V. SOLUTIONS WITH "WORMHOLES" AND A 
SINGULAR NULL oF 

'So far, it has been assumed that "regularity at the cen­
ter," defined by conditions II (45), holds at r = O. In order to 
comply with this restriction, it has been necessary to exclude 
those combinations of parameters (a,b,c) in 1(23) and 
I (25) which would make h and X (and thus H) unbounded 
as r-O. Specifically, these parameter combinations, with 
their corresponding forms of h and X, are the following: 

a,b #0, c = 0, I:J.. = b 2, 

h(!) = [y(ay + 2b)] -1/2, % _ 1 I ay 
(I) --u; n (ay+2b) , 

(11a) 

a=c=O, b=11:J..1 1/2, 

h(2) = [2by]-1/2, %(2) = (lib) In 12byll/2, (llb) 

b = c = I:J.. = 0, a> 0, 

h(4) =a- l /2y-1, %(4) = - (ay)-" (llc) 

where the bar on top of h and X will distinguish these func­
tions from the cases in which they are bounded as r-O. The 
properties of the locus r = 0 in the cases presented above, 
together with its effects on the global structure of the sur­
faces ~T' will be discussed in this section. As in previous 
sections, the t-parameter Twill be chosen as the time coordi­
nate [coordinate choice II (33) J. 

Although H diverges as r .... O in all cases with h and X 
given by (11), the metric coefficient R might be finite or 
might diverge as r-+O, depending on the value of k = 0, ± 1 
and the specific form of H. However, in all these cases, con­
ditions II ( 45) do not hold at r = 0 and thus this locus does 
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not mark the world line of a regular center [fixed point of the 
orbits of SO (3) ], but the time evolution of a two-sphere [of 
infinite proper radius if R (0, T) diverges]. If a given surface 
~T extends as far as r = 0, ,evaluated from Eq. (3) diverges 
as r ..... O, and thus points at r = 0 are located at an infinite 
affine parameter distance along ~T' Hence the locus r = 0 
marks a boundary beyond which the space-time manifold JI 
cannot be extended. 

The next question concerns the behavior of curvature 
scalars as r ..... O. In particular, the behavior of a ( T,r) as r ..... 0 
follows from Eq.l(24a), which can be rewritten as 

T+x=f dW =f dW 
[Q( W) jI/2 W [O( w) J 1/2' (12) 

where Qand a are given by Eqs. I(21b) and II(25a), respec­
tively, and X is any of the forms of Eqs. (11). As r ..... O, X in 
the left-hand side of (12) diverges, and thus the denomina­
tor Q in the right-hand side of this equation must vanish. 
Since W = h IH is, in general, finite as r ..... O, there are three 
possibilities concerning the vanishing of the product 
W[O( w)] 1/2: 

W( T,O) > 0 => O( T,O) = 0, (13a) 

W(T,O) =0 and O(T,O) =0, (13b) 

O(T,O»O => W(T,O) =0. (13c) 
The case (13a) comprises all solutions in which L #0 irre­
spective of the form of h and X in (11), since h I H = III X, 
and the functions II and E: appearing in this quotient are of 
the same order in r (see Tables III and VI of Part I). The case 
(13b) corresponds to h and X as in (IIc) and L = O. The 
case (13c) consists only of the solutions NMcV(r2) (X 1,2) 
and their charged versions (see Appendix B). Other M -type 
solutions with h and X as in (Ita) and (llb) belong to case 
(13a) (see TableI). 

In the cases (13a) and ( 13b), the fact that 0(0, T) = 0 
implies that the terms d0ldr= (0/3)O- 1/2 a0IaTand 
.Q/ in the Raychaudhuri equation II(20) and in II(28) must 
diverge (and thusp ..... 00 ),justas in the case of the FDsingu­
larity O(r,T) =0 [Eq. II(49)]. Using Eqs. II(14a) and 
II (26), it can be verified that matter-energy and charge den­
sities,p and q, tend to finite values as r ..... O for all forms hand 
X given by Eqs. (11), except (IIc) with L #0, in which case 
both of these quantities diverge as well. Therefore, in most 
solutions belonging to cases ( 13a) and ( 13b), the boundary 
r = 0 is singUlar, and one has JdpldpJ ..... 00 as r ..... O [just as 
near the FD singularity O(t,r) = 0], and thus the strong 
and dominant energy conditions are violated at this asymp­
totic limit. 

On the other hand, for solutions corresponding to the 
case ( 13c), all state variables, and thus curvature scalars, are 
bounded as r ..... O, and thus the boundary r = 0 is regular. In 
fact, for this case .Q/ vanishes, while q, p, and p take the 
limiting values 

(14a) 

(14b) 

81Tp ..... -02/3, (14c) 
which, regardless of the choice of 0 (choice of equation of 
state), leads to the asymptoticallimit p + p ..... O (see Appen­
dix B). 
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FIG. 12. The null boundary at r = O. A conformal diagram of the null 
boundary at r = 0, arising in the solutions of Sec. V, is displayed together 
with surfaces 1:T and 1:,. In (a), r= 0 is the null limit of time like surfaces 
1:, with r-O. In this case, all spacelike surfaces 1:T reach r=O. In (b), 
r = 0 is the null limit of time like surfaces 1:,(r-O) and spacelike surfaces 
1: r ( T - (0). Both situations described in (a) and (b) can occur within a 
single solution (see Appendix B). 

From Eq. II(56), using the coordinate choice II(33), 
one has [dT Idr] null ..... ± 00 as r ..... O, and since r = 0 is a 
"vertical" line in a (T,r) coordinate diagram, this boundary 
is necessarily a null hypersurface arising as a null limit of 
timelike hypersurfaces ~r generated by the world lines of 
comoving observers labeled by values of r arbitrarily close to 
r = 0 [see Fig. I2(a)]. Since the function n in II(58) di­
verges as r -+ 0, the integral in II ( 55) diverges and so does the 
affine parameter {} along null geodesics reaching this bound­
ary. Therefore, r = 0 is a null "future (or past) null infinity 
surface" f ± ' which in the cases (13a) and (13b) above is 
singular, while in the case (13c) is regular. 

The existence of the null f at r = 0 (whether regular or 
singular) depends on the parameters a, b, and c in Eq. 1(25), 
and thus does not exclude the existence of other boundaries, 
such as H = 0, Q = 0, and/or II = O. However, the fact that 
Hand, diverge as r ..... 0 means that this null boundary affects 
the topology of surfaces ~T in solutions having h and X as in 
( 11 ). This situation will be discussed below for the cases 
k = 1 and k = 0, - 1. 

If k = 1, R(T,1T) = 0 and conditions II(45) hold at 
r = 11'. Hence, these solutions have a regular center [fixed 
point of SO (3) ] at r = 11', and so surfaces ~ T embedded in R4 
will look like those corresponding to the cases k = 0, - I of 
Eqs. (5c) and (5d) (Fig. 4). However, instead of opening 
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from "left to right" [from r = 0 to r- 00, see Fig. 4(c)], in 
this case l:T opens from "right to left" (from r = 11' to r-O). 
Depending on whether the l:T are complete or not (Le., if 
they reach r = 0 or the singular boundaries H = 0 and/or 
Q = 0), they will be homeomorphic to R3 or S 2 X R. Follow­
ing the arguments of Sec. III, the space-time manifold in 
these cases is homeomorphic to R4, having an embedding 
diagram under (6) as in Fig. 7 with r = 0 and r = 00 rela­
beled as r = 11' and r = 0, respectively. 

If k = 0, - 1 with t - 00 as r- 00, as in cases (5c) and 
( 5d), then there is no regular center along any of the surfaces 
l:T' all of them being now homeomorphic to S 2 X R. This is 
so, even if there are complete surfaces l:T (Le., they extend 
along 0 < r < 00 without reaching any singular boundary). 
Thus in this case, all surfaces l:T embedded in R4 have the 
wormhole shape depicted in Fig. 13, analogous to the "Ein­
stein-Rosen bridge" in the Schwarzschild and Reissner­
Nordstrlhm solutions (see Sec. 31.6 of Ref. 32). Hence the 
space-time manifold in these cases is homeomorphic to 
S 2 X R2, as illustrated in the representation of g' (.-1/) of Fig. 
14. The existence of particular cases of the Tolman-Bondi 
dust solution with this type of topology has been recently 
reported by Hellaby.33 

As mentioned in the previous section, the boundaries 
H = 0, Q = 0, or n = 0 are usually characterized in (T,r) 
coordinates as constraints of the form T = - X + ao, where 
X is given by I (25) and ao is a constant whose form depends 
on the parameters of the solution (see Table I of Part II). 
Thus, if X takes one of the forms in (11), the domain of 
regularity of the solution might be such that the surfaces l:T 

, , 
,--'-­
, 
, 
, , 
, 
, 
, , , . . , 

(b) 

FIG. 13. Representation of the embedding of surfaces 1:T with wormhole 
shape. Surfaces 1: T of solutions homeomorphic to S 2 X H2, discussed in Sec. 
V, do not have a regular center. Hence, if these three-surfaces extend 
towards r = 0, the 2-D representation of the embedding given by Eq. (4) 
will look as in these figures, depending on whether R diverges (a) or tends 
to a finite value (b) as r-O. Though these solutions might not have com­
plete1: T surfaces, the latter would necessarily be homeomorphic to S 2 X H. 
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FIG. 14. Representation ofthe embedding of vii for solutions homeomor­
phic to S 2 X H2. This representation of 1f (vii) is equivalent to those shown 
in Figs. (5)-(7) and (10). Now for the case of solutions lacking regular 
centers, see Sec. V. As in previous representations, horizontal and vertical 
profile curves denote surfaces of constant r and r, respectively [see Fig. 
5 (a) I. These surfaces are connected, and their appearance as disconnected 
curves is only an effect of the representation. Surfaces 1:T are depicted as 
thick, tilted curves. The S 2 X H2 topology of vii follows from the fact that 
horizontal profile curves R (r) (r fixed) fail to "close" due to the lack of 
centers in vii. On top of the figure, depending on whether the solution is of 
type (ii) or (iv), one could have a FD singularity or an AD big bang. 

only reach r = 0 as T - 00 • In this case, which is illustrated in 
Fig. 12(b), r = 0 is the null boundary arising as a null limit 
of timelike hypersurfaces (surfaces l:, generated by the 
world lines of comoving observers with r close to zero) and 
spacelike hypersurfaces (surfaces l: T with T - 00 ). 

As far as I am aware, the fact that r = 0 marks a null oF 
(which in most cases is singular) in ChKQ solutions having 
h and X as in ( 11 ) has never been noticed or reported in the 
literature. In particular, McVittie's solution9 (see Appendix 
B) presents this feature, but has been overlooked by authors 
studying it (see Appendix B for references). Mashhoon and 
partovP2 noticed that p diverges as r-O in solutions 
ChMcV(r2,r2) (X 1,2) havingh andXasin (11a) and (lib) 
and for the uniform-density solution ChMcV(UD)(r2) 
(see their Sec. VI and their Appendix C). However, they 
mistook the singular null oF arising in the former solutions 
(see Appendix C in Part II) with the FD singularity 
Q(r,T) = 0 (which, incidentally, also arises). The null (and 
possibly singular) oF at r = 0 and the fact that all surfaces 
l:T are homeomorphic to S2XR (i.e., wormholes) is also 
significant in the study of gravitational collapse of fluid 
spheres modeled by solutions with h and X as given by Eqs. 
( 11 ). This will be discussed in the following section. 

VI. COLLAPSING FLUID SPHERES WITHOUT A CENTER 

The forms of h and X given by Eqs. (11) do not contra­
dict with matching the solutions discussed in the previous 
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section to Schwarzschild or Reissner-Nordstmm solutions. 
In fact, such a matching has been done previously for the 
McVittiesolution9 [NMcV(r2)(X2) withe = 0], in which 
h and X are as in (11 b), by Mc Vittie lO and Knutsen. II How­
ever, these authors failed to notice that the locus r = 0 is no 
longer the world line of a center but a null.f surface, and so 
they did not study the effects of this null boundary (which is 
regular in this case) on the global structure of the collapsing 
configuration. These effects do not occur in the usual spheri­
cally symmetric collapse in which r = 0 marks the "center" 
of the collapsing sphere. 

If h and X are given by Eqs. (11), the standard collapse 
picture with r = 0 marking a regular center, as described in 
Sec. XI of Part II, can only happen if the interior fluid region 
is matched to Schwarzschild or Reissner-Nordstmm at a 
surface l:r in such a way that r> 0 throughout the fluid re­
gion (i.e., h and X are bounded for all r). This can only be 
done for the cases having a regular center (either at r = 1T or 
at r = (0), and by relabeling the coordinate r, these "left­
side" matchings coincide with the ones discussed in Sec. XI 
of Part II. 

If the fluid region contains the locus r = 0, it has no 
regular center and this fluid region plus the vacuum 
Schwarzschild or Reissner-Nordstr0m region, matched 
along a surface l:r labeled by r = ro, combine into a hybrid 
space-time manifold homeomorphic to S 2 X H2 having 
spacelike slices with a wormhole S 2 X H topology as in a 
Kruskal diagram with "two sheets" (i.e., without fluid re­
gion, see Refs. 33-36). Although the intuitive idea of interi­
or cannot be applied to the fluid region, as the latter is ob­
served from the vacuum region (say, from a static frame), it 
appears as a two-sphere (i.e., the surface of the fluid sphere) 
of finite proper radius Ro = R (T,ro) whose proper time evo­
lution is governed by Eq. II(73a). Hence, if one is only inter­
ested in studying the kinematical evolution of this two­
sphere in the Schwarzschild or Reissner-Nordstr0m 
geometries (whether it bounces or collapses), then the glo­
bal structure of the fluid region can be ignored. Otherwise, 
the effects due to the lack of a center in the fluid region must 
be brought into consideration. 

If the fluid region is a type (ii) solution then, as shown 
by Figs. 15 ( a) and 15 (b), the world lines of comoving ob­
servers and null geodesics terminate at the FD singularity, 
while the surface becomes singular at Ro = foho/ A, where A 
is a root of Q given by I (21 b). If the solution is of type (iv), 
then as shown by Figs. 15(c) and 15(d), comoving observ­
ers along the surface r = ro collapse into the null L singular­
ity, while the remaining comoving observers (0 < r < ro) 
evolve towards the AD big bang in their infinite future. In 
the latter case, one has a similar situation as described in 
Figs. 9 and 10 of part II, in which the proper volume of the 
"surface" of the sphere (4/31TRo3) vanishes, while proper 
local volumes along interior layers ( - H 3) remain nonzero. 
Though, if the fluid region has no regular center, the proper 
volume of the orbits of SOC 3) corresponding to these inter­
nallayers never vanishes (i.e., there is no center) and could 
even be infinite (if R - 00 as r- 0). This situation reveals to 
what degree the labels "interior" and "exterior," as applied 
to the fluid and vacuum regions, lose their intuitive meaning 
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FIG. 15. Qualitative Penrose diagrams of collapsing spheres without a cen­
ter. These Penrose diagrams are analogous to those introduced in Sec. X of 
part II. except that now r = 0 is not the world line of the center of the sphere 
(see Sec. VI and Sec. VIII of part II), but a null boundary at infinity (a null 
f surface). In (a) and (b), the world lines ofcomoving observers (dotted 
curves) terminate at the FD singularity (compare with Fig. 12 of Part II). 
In (c) and (d), internal fluid layers, labeled by 0 < r < ro, evolve towards the 
AD big bang in their infinite future. The surface of the sphere (the two­
sphere labeled by r = ro, whose time history is denoted by a solid curve) 
collapses into the null L singularity, as in Figs. 11 and 12 of Part II. The gray 
arrows in (c) and (d) represent light rays from r = 0 reaching the 
Schwarzschild or Riessner-Nordstram regions, so that if this boundary is 
singular, it behaves as a sort of white hole. 

in this case. In fact, the global structure of such a fluid region 
(as a region of space-time) corresponds to a cosmological 
type of space-time and not a model of a stellar interior. Thus, 
observers entering a fluid spheres of type (iv) from the vacu­
um region (see Fig. 16), not only could survive the black 
hole (the L singularity), but could experience the "science 
fiction" effect of entering a "star" which is in its own right 
"another universe." 

Although a fluid sphere without a center would appear 
to observers in the vacuum region as an object of stellar di­
mensions (Ro is finite and it could even be arbitrarily small), 
the fact that the fluid region inside this object is not compact 
could be detected locally by these observers. The latter 
would be extremely puzzled as they detect red or blue shifts 
of cosmological proportions in photons emitted by such a 
star (this situation is illustrated in Fig. 16). If the null.f at 
r = 0 is singular, light rays from it can reach distant observ­
ers in the Schwarzschild or Reissner-Nordstmm region (see 
Figs. 15 and 16), and so this singular boundary behaves in a 
similar manner as the white hole in a "two-sheet" Kruskal 
diagram without a collapsing body. 34-36 Though, the impor­
tant difference is that this white-hole effect is produced by 
the fluid region itself, without having to justify the absence of 
matter or to impose any peculiar topological identifica­
tion.33•36 
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FIG. 16. An observer falling into a sphere without a center. The history of 
such an observer is depicted by the timelike (nongeodesic) curve abc. At 
point "a" the observer is in a static frame (world line apq) in the Schwarzs­
child region, say, in a planet in circular orbit (R = const> 2m) around the 
sphere. The latter is seen in a as a spherical star with finite radius. As the 
journey progresses, the observer goes inside of this star, and at point b de­
tects radiation coming from the null infinity surfaces..F + of the fluid region 
(r = 0) and of the vacuum region. The existence of the former radiation, 
which could be detected also in a, makes the observer suspect that the fluid 
region is not the interior of a star but "another universe" (a region with 
spacial extension of cosmological proportions). As the journey continues, 
past ofb, it becomes impossible for the observer to return to the static frame 
apq. As the surface of the sphere crosses the horizon R = 2m, and collapses 
into the L singularity, the observer could (as in Fig. 11 of Part II) survive 
the collapse and dwell inside of the sphere forever (hislher world line is 
complete, provided he/she avoids the L singularity and heads towards the 
AD big bang). 

VII. SOLUTIONS WITH L=L(t) 

If L is a second t-parameter, Eq. II( 16) and all deriva­
tives with respect to r (or y), such as II( 17) or II(24), re­
main unchanged, with the extra feature that L = L(t). Re­
garding time derivatives like II(30) in solutions with 
'I' (2) # 0 (the case 'I' (2) = 0 is discussed in Sec. IX), the mo­
dulus 1/ of the elliptic integral in I (24a) is now a time-depen­
dent function, and so the derivative if 1 H has the following 
form: 

if IH = R IR = QI/2[./V L - 1'], (15) 

where 

with 1j2 = 1 - 1/2
, and 

E['I',1/] == f [1 - 1/2 sin2 'l'jI /2d'l' (16b) 

is an elliptic integral of the second kind.37 However, ./V(t,r) 
must satisfy the integrability condition II (27) leading to the 
constraint 
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./V' = Q-1/2, (17) 

which allows one to determine the form of the elliptic inte­
gral (16b). The function ./V(t,r) is quite a cumbersome 
expression, and thus, in order to examine the properties of 
solutions with L = L (t) and 'I' (2) # 0, it might be necessary 
to use Taylor series approximations or numerical methods. 
Therefore, this section will only aim to point out in which 
aspects the properties of these solutions might be qualitative­
ly different from (or similar to) those ofthe M- and W -type 
solutions discussed so far. A proper investigation of solu­
tions with L = L (t) and 'I' (2) # 0 is a topic of further re­
search. 

The first consequence of having Eq. II(30) replaced 
with (15) is that the proper time derivative operator II (8) 
with U = Q -1/2 and the magnitude of the four-acceleration 
in II(28) [and so the "acceleration" term II(21a) in the 
Raychaudhuri equation] become modified as 

d 

dr 
0/3 a 

QI/2[./V L - 1'] at' 
(18a) 

d=~:2 [~W2-,uW+LW~2+ L~-2.]. 
Q ./VL-T 

(18b) 

Equation (18a) indicates that condition II(29) must be in 
turn modified by demanding now that 0 and the derivatives 
of the t-parameters must be of the same order if expanded 
around a value t = to such that 0 (to) = O. That is, 0, T, and 
L must satisfy 

0/3 =O~L =O~ 1'=0, (19) 

which is a strong restriction on the t-parameters. If either 
one ofthe t-parameters is rewritten as Ho (or Ro) as in Eq. 
1(29), equations similar to (15)-(17) arise, with ifolHo re­
placing either one of Tor L Another aspect of solutions with 
L = L (t) is that the existence of two t-parameters allows one 
to impose further conditions on the state variables .. These 
conditions can be set in the form of two localized equations 
of state (see Sec. VII of Part II), each one on a different 
surface l:r' or in further restrictions on a single surface l:r' 

The regularity boundary H = 0 [Eq. II ( 48)] is also 
present in solutions type (i) and (iv) withL = L(t), and is a 
timelike boundary since (dt 1 dr) null also vanishes as H -+ O. 
Since R vanishes for r> 0 as H -+ 0, from the discussion of 
Sec. X of Part II, the boundary H = 0 has also the character­
ization of an AD big bang if 0 remains finite along it. How­
ever, the fact that now L = L (T) [using the coordinate 
choice II (33) ] could prevent the development of an AD big 
bang and instead result in a standard big bang characterized 
by H = 0 coinciding with a l:r along which 0 diverges. This 
situation can be illustrated by the neutral particular case 
which follows from Eqs. I ( 17), I (21 b), and I (23) by setting 
k = 0, E = A = 0, ,u < 0, L ( T) > 0 for all T, a = b = 0, and 
c = 1. These parameter restrictions lead to H having the 
form 

(20) 
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where I(n == [L(n/2ft] -1/3. This form of H is similar to 
I ( 37 c), that is, the form of a type (iv) Wyman solution (see 
Table II of Part II), except that L( n > 0 and 0( n are 
unspecified functions (t-parameters). If H is given by (20), 
the boundary H = 0 becomes 

H=O~ {ie To) = 0, O<r<ro, 
cn[ T + r/2] = 1, Oro, 

(21) 

where ro satisfiesH( To,ro) = 0 (see Fig. 17). If this solution 
is restricted to O<r<ro, matching to a Schwarzschild exterior 
at r = ro, so that 0( To) - - 00 is given by I1(74a), then the 
AD big bang does not develop and one has instead a fluid 
sphere collapsing into a spacelike standard big-bang singu­
larity. In this configuration, the t-parameter I( n could be 
determined by imposing a "localized" equation of state 
along a surface l:, (for example, at the center r = 0, see Sec. 
VII of Part II). If the fluid is unbounded, then as shown by 
Fig. 17, one has a combination of standard big bang ( T = To, 
O<r<ro), null L singularity (T= To, r= ro), and AD big 
bang (T < To, r> ro). However, a form of H = 0 like that of 
Eq. (21), which allows one to eliminate the AD big bang, 
might not be possible for all solutions with time-dependent 
L. And even if it is possible, as shown in this simple particu­
lar case, the complicated form of the metric coefficients 
[especially gil formed from Eq. (15)] makes it difficult to 
study these cases in detail. This is not so with conformally 
flat solutions, which also have two t-parameters but simple 
metric coefficients. These solutions are discussed in Sec. IX. 

For whatever form of the two t-parameters, as in the 
case of M- and W -type solutions, the converse of condition 
II (29) does not hold, but now it leads to a more complicated 
constraint as a result of the fact that the quantity 
01/2[ff i - 11 in (15) does not necessarily vanish if 0 
vanishes and vice versa. This follows from the forms of 
'I' ( W, TJ) presented in Tables I and II of Part I. However, 
from (l8b), d also diverges as 0-0, and so besides the 
regularity boundary II ( 49), solutions with L = L (t) might 
have an extra regularity boundary defined as the set of (t,r) 
values such that [ff i - 11 = O. Also, the form of H given 
in 11(43) has n = n(L,T,r) [see Eqs. 1(28), 1(30), and 
1(32)] so that, depending on the specific form of n = 0, 

T 

~Bil""" 
T-To ~~e~~ 

<a) 

T 

r·,o 

(b) 

FIG. 17. Standard big bang in solution with L = L(D. (a) displays the 
boundary H( T,') = 0 for the example ofEqs. (20) and (21). This bound­
ary becomes a standard big bang (Ie 1- 00 as H - 0) for T = To and 
0<, < '0' For '>'0' there is a combination ofL singularity and AD big bang. 
In (b), this solution is matched to a Schwarzschild space-time, at , = '0' 

The L singularity and AD big bang are then replaced by the Schwarzschlld 
singularity. Without such a matching, H = 0 must take the form shown in 
(a). The existence of a standard big bang does not occur in general in solu­
tions withL = L(n. 
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there might be a regularity boundary of the form II (50) 
related to the asymptotically de Sitter behavior discussed in 
Sec. IV. Since a study of the conformal structure of regular­
ity boundaries connected with the vanishing of 0, ff i - T 
or n requires testing the convergence of integrals equivalent 
to 11(53) and 11(55), and evaluating equation 11(56) near 
the regularity boundaries, it will not be attempted in this 
paper. 

Finally, the topology of these solutions can also be in­
ferred following the arguments previously applied to M- and 
W -type solutions. If conditions II ( 45) hold at r = 0, the 
space-time manifold J/ will be homeomorphic to S 3 X R if 
k = 1 orif k = 0, - 1 and Rand t behave as in (5a). In the 
cases (5c) and (5d), J/ is homeomorphic to R4. If h and X 
are given by Eqs. (11), then J/ is homeomorphic to R4 if 
k= 10rk=0, -1 [case (5a)],ortoS 2XR2ifk=0, -1 
[cases (5c) and (5d)]. If h and X are given by Eqs. (11), 
r = 0 marks a null boundary, which will necessarily be sin­
gular as solutions with L = L(t) obviously belong to the 
case (13a). From Eqs.II(43), 1(28), 1(30), and 1(32), the 
functions E and n are of the same order in r as r - 00 [or as 
r-Oifh andXaregiven by (11)], andsof H dr- f h drand 
the convergence of t and R as r- 00 or as r-O follows from 
the forms of h and I (see Table I). 

VIII. UNIFORM-DENSITY SOLUTIONS 

As mentioned in Part I, uniform-density ChKQ solu­
tions follow as the parameters (a,b,c) appearing in the func­
tions h and X = f h 2 dy are restricted as in 1(38) and 1(39), 
leading top = pet) given by I( 41). Table VII of Part I classi­
fies these solutions, some of which are conformally flat 
(E = ft = 0, 'I' (2) = 0) and will be examined separately in 
the next section. Hence this section will be confined to those 
uniform density solutions with '1'(2) :;60, to be denoted 
henceforth as UD solutions. The coordinate choice 11(33) 
wiII be used. 

As shown in Appendix C using the arguments of Appen­
dix B of Part I, different values of k in Eqs. II (2) do not 
denote different UD solutions. Hence one can choose the r 
coordinate so that/(r) = r (case k = 0) and, from 1(38) 
and 1(39), the functions h and X associated with these solu­
tions are 

h(UD) = colr, (22a) 

X(UD) = Co In r, (22b) 

whereco==b -1/2 = a -4. Sinceh andXin Eqs. (22) are par­
ticular cases ofEq. (lIb), UD solutions are really particular 
cases of the solutions discussed in Sec. V. Hence the locus 
r = 0 is not the world line of a center [fixed point ofSO( 3 ) ], 
but a null boundary, a null of that is singular for UD solu­
tions belonging to cases ( 13a) and ( 13b) in Sec. V (see Table 
I). 

Matter-energy density is constant along the surfaces l: T' 

and so Eq. II (l6a) reduces to Eq. I( 41), expressed as 
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where p = p (T). Pressure follows from the Raychaudhuri 
equation [11(20) and 11(21)], which for uniform density 
solutions takes the form 

1 d 2H 0 2 d 0 
H d-r =9+ dT"3 

= - 41T{p + (p/3») + e~L 
e~i 

+ .' 
2Q I/2[% L - 1] 

(24a) 

where L = dL /dT and 

e~Q = 1 - 2p,e~/R + reg/R 2 + Le~R 2. (24b) 

Comparing Eqs. II ( 18) and (20), the Ricci scalar of the 
surfaces l:T is given by (J)f/I = - 6coL(T), and so it is con­
stant along these hypersurfaces [though a different constant 
along each l:T if L = L(T)]. The fact that (J)f/I is a con­
stant, whose sign is the opposite ofthe sign of L ( T), along 
the l:T does not mean that the latter are hypersurfaces of 
constant curvature, in the sense of having a Ricci tensor of 
the form (2a). This fact can be verified by computing the 
components of Ricci tensor of the l:T from the metric (1): 

f/I = 2 [ _ f.le~ + reg] + (3) f/I = 2'1' + (3) f/I 
rr R 3 R 4 (2)' 

(25a) 

(2Sb) 

where H' and H" have been eliminated from 1(18) and 
11(24), specialized to UD solutions by 1(38) and 1(39) (i.e., 
W = eolR) and (24b). From Eqs. (2Sa) and (25b), it fol­
lows that a constant Ricci scalar implies a Ricci tensor of the 
form (2a) only if f.l = E = 0, which implies 'I' (2) = 0, that is, 
such an implication is only valid for conformally flat solu­
tions (see the next section). 

The field equations (23) and (24) indicate that the FD 
singularity associated with the vanishing of (- gtt) 1/2 

[Q=O if dLldT=O, or the vanishing of (15) if dL/ 
dT :;60] can alsooccurin UD solutions of types (i) and (ii), 
and if it does, it will be a spacelike singularity (from the 
arguments of Fig. 2 of Part II). Notice that in the case dL / 
dT = 0, in which the last term in (24a) vanishes, p still di­
verges as Q--O, because the term d0/dTbecomes infinite at 
this boundary. Though in this case, the finite-density singu­
larity Q = 0 coincides with a surface of constant R [R = col 
A, where A is a root of Q in I(21b)]. 

The boundary H = 0 [Eq. 11(48)] might occur in UD 
solutions of types (i) and (iv). From Eq. (23), matter-ener­
gy density p only diverges if 0 (T), L = L (T), or both di­
verge, this would happen (if it happens) in a (singular) sur­
face l:T' If T = To marks this singular 1:n then one has 
along T = To a spacelike singularity, which would be the FV 
singularity (i.e., finite-volume singularity) or of a standard 
big-bang type, depending on whether H(r,To) = 0 holds or 
not (see Sec. X and Fig. 4 of Part II). The occurrence of a 
standard big bang is only possible for solutions with 
L = L( T) in a way analogous to the example discussed in 

1196 J. Math. Phys., Vol. 29, No.5, May 1988 

Sec. VII [Eqs. (20) and (21) ] and depicted by Fig. 17. If L 
is a constant, then H = 0 cannot coincide with T = To for 
more than one surface 1:r and thus the singularity structure 
of H = 0 (AD big bang, Land FV singularities) is similar to 
w- or M-type solutions withp':;60, as discussed in Sec. X 
and Fig. 5 of Part II. However, unlike the case withp' :;60,p 
and p from (23) and (24) (and thus curvature scalars) are 
bounded at the AD big bang part of this boundary [i.e., those 
(T,r) values satisfying H(T,r) =0 in which 0(T) and 
L (T) are bounded]. Although the AD big bang is not a 
singular boundary, from Eqs. II ( 56), II ( 64) to II ( 66 ), and 
Fig. 3 of Part II, H = 0 is also in this case a timelike bound­
ary marking the infinite future (or past) of comoving ob­
servers and timelike and null geodesics. From (23) and 
(24),p + p--O as H--O ifdL/dT= O. 

Surfaces 1:T in UD solutions, whether they reach the 
null boundary r = 0 or terminate at either one of the boun­
daries Q = 0, H = 0, or II = 0, are necessarily homeomor­
phic to S 2 X JR, looking like the embedding diagrams of Fig. 
13, and the representation of the embedding of vii given by 
Eq. (6) looks like Fig. 14, and so the space-time manifold is 
homeomorphic to S2XR2. For solutions of types (i) and 
(iv), the fact that the AD big bang H = 0 is a regular time­
like boundary does not mean that surfaces l:T reaching this 
boundary "close" as surfaces 1:T of Figs. 4(a) and4(c) close 
around the center r = 0, as H = 0 is not a center but corre­
sponds to infinite values of T and of the affine parameters 
along causal geodesics. 

As mentioned in Part I, if p' = 0, the charge density q 
necessarily vanishes, hence UD solutions for which E:;60, 
labeled in the classification scheme of Table VII of Part I 
with Ch (i.e., Ch UD solutions), are characterized by having 
an electric field given by 

Fir = - ( - gtt) 1/2Ee~/r, (26) 

where Fir = - Frt is the only nonzero component of the 
electromagnetic Maxwell tensor Fap. It has been suggested 
by Mashhoon and Partovi,12 in their study of gravitational 
collapse of spheres modeled on the ChMc V (r2) (UD) solu­
tion, that these configurations describe neutral fluid being 
accreted by a charged black hole. Such an explanation, 
though, cannot hold in general (for example, if the fluid is 
not matched to a Reissner-Nordstr0m solution). 

Since the electric field (26) is orthogonal to ua
, pointing 

in the direction a / ar along the leaves of the surfaces 1: T (see 
Sec. II), it is possible to infer the location of its sources by 
representing this field as arrows "combing" a surface l:T 
embedded in R4 by Eq. (4). As illustrated by Fig. 18(a), the 
zero net charge along the 1: T in Ch UD solutions is consistent 
to the wormhole topology of these surfaces, preventing the 
field lines converging into sinks and sources. The latter, fol­
lowing this model, must be charges of opposite signs located 
at the boundaries of vii between which the 1:T extend (the 
FD singularity, r = 0, H = 0, II = 0, or in the direction a / ar 
as r-- (0), leading to an analogous situation to the elemen­
tary model of a dielectric in a two-plate capacitor [see Fig. 
18 (b) ]. However, the wormhole topology of the 1: T is not 
enough to account for the lack of net electric charge, as there 
are solutions with q:;60 having surfaces l:T with such topol-
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(b) 

FIG. 18. Electric field in solutions without a center. For charged solutions 
in general, the electric field lines go along the surfaces l:T' as shown in (a) 
for the case when these surfaces have S2XR topology. This topology pre­
vents the field lines from converging into sinks and sources, and so the elec­
tric field could be a polarization field analogous to that produced in the 
elementary dielectric capacitor of (b). The particular case of Ch UD solu­
tions (see Table VI of Part I), homeomorphic to S 2 X R2 and with zero net 
electric charge, corresponds to uniform dielectric polarization. 

ogy (any charged solution without a center and withp' # 0). 
Following the model of a dielectric capacitor, the polariza­
tion charge vanishes if the polarization vector has a constant 
nonzero magnitude (uniform polarization, see Ref. 38). 
Hence, the neutral fluid in ChUO solutions could model a 
uniformly polarized dielectric medium, while the charged 
fluid in solutions without a center could model such a medi­
um with nonuniform polarization. 

The collapse of UO spheres in a Schwarzschild or 
Reissner-Nordstf0m background is a particular case of the 
situation discussed in Sec. VI, in which the interior fluid 
region is not compact and the null boundary r = 0 behaves 
as a sort of white hole when the latter is singular (see Figs. 
22-25). As mentioned in Sec. VI, the global view of these 
collapsing spheres has been overlooked by authors (McVit­
tie,1O Knutsen,lI Mashhoon and Partovi,12 and Glass J3

) 

studying the gravitational collapse of UO solutions. 

IX. CONFORMALLY FLAT SOLUTIONS 

Conformally flat ChKQ uniform-density solutions (CF 
solutions) are particular cases of the general conformally 
flat perfect fluid solution obtained by Stephani,39 i.e., the 
"Stephani universe." The global structure of CF solutions 
has been studied by Cook2 and Krasinski,3 the latter author 
treating them as the spherically symmetric particular case of 
the Stephani universe. The remainder of this section aims to 
complement the work of these authors. 

The metric coefficient H for CF solutions is given by Eq. 
I ( 48); however, since the form of the metric I ( 11) or II ( 1 ) 
with the values of k = 0, ± 1 denotes the same solution if 
p' = 0 (see Appendix C), the function yin 1(48) can be 
replaced by r/2 as in the last section (choice k = 0). Using 
this choice, I ( 48) can be rewritten in a more convenient 
form as 

(27) 

where the constant Co in I ( 48) has been set to unity and He 
= H(t,O) = eT IlL I. As Eq. (27) indicates, conditions 

11(45) hold, and thus CF solutions (unlike UO solutions 
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with \If (2) #0) have a regular center at r = O. The use of He 
as a I-parameter suggests using either one of the time coordi­
nate choices II (31) or II (32), I being the proper time along 
the center r = 0 in the latter. However, this coordinate 
choice will be left unspecified for the time being. 

The I-parameters He and Lin (27) relate to Eqs. (18) 
and (19) of Krasinski's paper by L = k(Kr) and He 
= IR(Kr) I· The FRW solutions follow from (27) by setting 
LH~ = k. The metric coefficient ( - g,,) 1/2 for these solu­
tions is given by 

(_gu)1/2 

=U- I 

= [(BJHe)/(0/3)] 

X 1- (rI2)2LH~(l + (LIL)(BeIHe)-I] 

1 + (rI2)2LH~ 
(28) 

which imposes the restriction, connected with 11(29) and 
analogous to (19), that (BJ He) and L must be of the same 
order as 0 if expanded around I such that 0(t) = O. For H 
given by (27), Eq. 11(16) becomes simply Eq. (23) with 
Co = 1, so that, following Krasinski,3 L (t) plays the role of a 
time-dependent "curvature index" k. Equations 11(20) and 
II (28) are given by 

0
2 

+~ 0 + 41T(p +.!!....) 
9 d1' 3 3 

+ (L 12) (1 - (rI2)2LH~] go = 0, (29a) 

.Ji/ = (rI2)LH~ go, 
1 + (r/2)2LH; 

(29b) 

where 

go= _ 2+ (LIL)(~JHe)~1 
1- (r/2)2LH~[l + (L/L)(HJHe)-I] 

(30) 

A convenient (though not the only possible) choice of 
time coordinate is to take I as the proper time of comoving 
observers at r = 0 [choice 11(32)], leading to 0/3 = BJ 
He. Thus if a localized equation of state is chosen at r = 0 
(see Sec. VII of Part II), one obtains p = p(He) while the 
remaining I-parameter L can be used to impose a second 
localized equation of state at another surface 1:, (say 
r = ro> 0). Given a pair of localized equations of state, the 
relation between the two I-parameters He and L is given by 
the constraint p(He ) = p(Ho), which follows from the 
Bianchi identity II ( 41) and Eq. (27). As an example, con­
sider a sphere matched to a Schwarzschild exterior ( Po = 0) 
such that Pc = p/3. In this case, the constraint relating Land 
He takes the form aH e- 4 = mH 0- 3, where a is a constant 
and m is given by 1I(74c) with Jo = 0, leading to 

LH~ = (2/~) [(m/aHe )1/3 - 1], (31a) 

so that 

H=H:/3;{H!/3[1_ (r/ro)2] + (m/a)1/3(r/ro)2}. 

(31b) 
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The use of two localized equations of state has been the pro­
cedure followed by Thomson and Whitrow40 and Bondi41 in 
their study of CF solutions, though these authors chose a 
polytropic localized equation of state at the center of the 
sphere instead of Pe = p13. 

From the form ofEqs. (23), (29), and (30), the coordi-
nate values satisfying 

H = 0 {::> He = 0, 

( - g" ) 1/2 = O} 
0;60 

(32a) 

=> [1 (t,r) = 1- (rI2)2LH~[1 + (i.IL)(0/3)-I] 

= 0, (32b) 

mark two possible scalar curvature singularities analogous 
to II ( 48) and II ( 49). This can be easily verified, since the 
incompleteness criteria for causal curves given by 1I(52b) 
and the convergence of the integral in 11(55) are satisfied as 
comoving observers and null geodesics approach these 
boundaries. The singularity marked by (32b) was men­
tioned by Krasinski,3 but this author did not comment on its 
conformal structure and also ignored the singularity (32a), 
which can also be present in the more general Stephani solu­
tion39 (R = 0 and F = 0 in Krasinski's notation). At [1 = 0 
in (32b), as Q = 0 in II ( 49), P remains finite, but p, p', and 
d diverge; hence this is also a "finite-density" (FO) singu­
larity. On the other hand, at He = 0 in (32a) p, p, and p' 
diverge but d vanishes. The conformal structure of these 
singular boundaries can be found from the equation equiva­
lent to 11(56), which reads (dt Idr) null = ± (0HJ3)/[1. 
Since (dt Idr) null ..... ± 00 as [1 ..... 0, one has a spacelike FO 
singularity like that given by II ( 49) (see Fig. 2 of Part II). 

However, the singularity marked by (32a) has a differ­
ent structure from II ( 48). Since He = 0 coincides with a 
surface 1:" and I (dt Idr) null I > 0 asHe ..... 0, this singularity is 
spacelike (see Fig. 2 of Part II). As d and aa;a in (29) 
remain finite, p and p diverge only if the equation of state 
(whether "localized" or not) is chosen so that 0 ..... ± 00 as 
He ..... 0, though in CF solutions, He = 0 does coincide with 
H = 0, and so this singular boundary is a standard big bang 
(see Fig. 4 of Part II). In the particular case of the pair of 
localized equations of state (Pc = p13, Po = 0), leading to 
Eqs. (31), [1 = 0 in Eq. (32b) implies He < 0, and thus does 
not hold since the evolution of the fluid terminates at the big­
bang singularity marked by He (I) = O. However, if the 
choice of t-parameters allows for (32b) to occur, the evolu­
tion of the collapsing sphere will be qualitatively analogous 
to that outlined in Sec. XI of Part II for M- and W-type 
solutions in which Q = 0 occurs [types (i) and (ii)]. See 
Fig. 14(a) of Part II. Formation ofthe apparent horizon in 
CF collapsing spheres has been studied by Glass l3 and by 
Knutsen.42 

As mentioned in the Introduction, the global topology 
of CF solutions was examined by Cook2 and by Krasinske in 
terms of the behavior of R = jH and ; = S H dr along the 
surfaces 1:" as was done in previous sections for M- and W­
type solutions. As mentioned in Sec. VIII, unlike UO solu­
tions, the surfaces 1:, in CF solutions do have constant cur-
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vature, in the sense of having a Ricci tensor of the form (2a). 
In fact, from (27), it follows immediately that the 1:, are 
isometric to flat three-space R3 if L (t) = 0, to S 3 if L (t) > 0, 
and to 8 3 if L <0. 

As commented by Cook2 and Krasinski,3 the regularity 
boundary II = 0 might occur, taking the form 
II = 1 + LH ~ r I 4 = 0, and its effect in the topology of the 
surfaces 1:, is similar to that discussed in Sec. IV and Fig. 15 
for W -type solutions with k = 1 in which II = 0 occurs. 
From Eq. (27), for 1:, surfaces along which L > 0, the func­
tion II has no zeros, and the range of r along these surfaces 1:, 
goes from zero to infinite. In this case one has R ..... 0 and ; 
finite as r ..... 00, indicating that these surfaces 1:, have topol­
ogy S3 withr ..... 00 [case given by (Sa)], marking an "antipo­
dal" center to the one at r = o. However, if L < 0, II = 0 can 
occur for a finite value of r, say r I' along a given surface 1:" 
then both Rand; diverge as r ..... rl , indicating that these 
surfaces have topology R3. The value of t in which the topol­
ogy of the surfaces 1:, changes from S 3 to lR3 is precisely 
L(t) = 0 and, as mentioned by Krasinski,3 a solution in 
which L changes sign from positive to negative would have a 
global structure similar to the de Sitter space-time. The rep­
resentation of the topological embedding (6) of the space­
time manifold in the CF case in which L changes sign is 
qualitatively analogous to that of Figs. lO(a) and lO(b) (in 
the latter case, H = 0 occurring at finite 1" and coinciding 
with a surface 1:T ). Hence, the space-time manifold has the 
same S 3 X R topology as de Sitter space-time, though the 
local geometry is very different. 

For the particular case of the CF( n solution (see Table 
VII of Part I) discovered by Bonnor and Faulkes,43 
L = const, and so there is only one t-parameter, implying 
that only one localized equation of state is possible. This 
latter solution is also a W -type solution, and all expressions 
derived and discussed in previous sections can be applied to 
it by setting E = f..L = 0 andjh = const. Bonnor and Faulkes 
studied the case L > 0 as a model of an oscillating sphere 
matched to a Schwarzschild solution. In this case, the un­
bounded configuration is homeomorphic to S 3 X R, as in the 
cases L = L(t) discussed above. However, if L is a negative 
constant, all the surfaces 1:, have negative constant curva­
ture and the space-time manifold is homeomorphic to R4 
with embedding diagrams qualitatively similar to those of 
Figs. lO(c) and lO(d). 

For whatever choice of equation of state allowing II = 0 
to occur, from Eqs. 11(7), (29), and (30), as II ..... 0 along the 
world lines of comoving observers, L < 0, He > 0, and 0 tend 
to constant values, and so one has the "asymptotically de 
Sitter" behavior characterized by H --+ exp [01"/3], and by p, 
P taking the asymptotical values similar to Eqs. (7) which, 
as mentioned by Cook2 and Krasinski,3 lead to physically 
unacceptable negative pressures. However, if L > 0 for all 
times, negative pressures might be avoided for all times. 

The fact that CF solutions can be related to FR Wand de 
Sitter solutions by conformal transformations is a strong in­
dication that their conformal structure might be qualitative­
ly similar to that of the latter solutions. Since He = 0 is a 
standard big bang then, except for the possible occurrence of 
a singularity at [1 = 0, if L is everywhere positive, one has 

Roberto A. Sussman 1198 



                                                                                                                                    

qualitatively the same global features as in a k = 1 FRW 
solution. For the case when L is negative [or becomes nega­
tive if L = L (t) ], the boundary n = 0 is spacelike. This fol­
lows from inserting n = 0 into the equation (dt /dr) null , 

leading to (dt /dr) null -+ ± 00, and so this boundary is a 
spacelike oF ± surface similar to that found in a de Sitter 
space-timeS (see Fig. 11). Therefore, depending on the 
choice of equation of state (i.e., choice of t-parameters), the 
Penrose diagram of a CF solution in which n = 0 occurs 
could have some features qualitatively similar to the Penrose 
diagram of a FRW solution (for example a big bang) and, 
near n = 0, the spacelike null infinity of a de Sitter solution. 
Some possible Penrose diagrams for CF solutions are dis­
played in Fig. 19. 

Conformally flat solutions for which L > 0 and I ~ I > 0 
hold everywhere are probably the only ChKQ solutions 
which have physically appealing local and global properties. 
In Sees. XI and XII, these solutions will be suggested as 
kinetic theory models of collisionless gas mixtures and local 
inhomogeneities in a cosmological background. 

x. STATIC LIMITS 

As mentioned in Sec. V of Part I, if the t parameters T 
and L are set to be constants, there is no time dependence of 
the metric coefficient H. The class of static spherically sym­
metric perfect fluid solutions obtained by setting H = H(r) 
are characterized by the metric 

ds2 = _ G 2(r)dt 2 + H2(r) 

X [dr + f2(dO 2 + sin2 0 dtjJ2)], (33) 

where, given H(r), the metric coefficient G(r) can be ob­
tained from the Einstein (or Einstein-Maxwell) field equa­
tions arranged in the form (G r, - GOo) = 817'( T'r - TOo) 
("equation of pressure isotropy," see Ref. 44). This con­
straint can be expressed as 

I .............. _ .. ~FD._ .. Singularily "Standard" Big bang 

1 = 10 
r---1--- --- --r--_ 1---_ ---

.... / 
-- 1':..11-

--- --1--_, -.... r--_ r- __ ... ..... 

..J~12 
, , -- , 

r- ....... " r-_ ... ..... 

1"' ..... , 
, ..... , ..... , ..... ..... 

-- --r=O -- -- r .... ----- l.:"'~ ..... , -........ , 
--- , 

..... , , , ..... 

n=o ~-
(a) (b) 

where Y=H -I and Gy =dG /dy =fG'. It is sufficient to 
know H(r) in order to find out the matter-energy density 
p = per) associated with a given static solution with metric 
(33). This form ofp can be computed from the field equation 
G', = 817'T', obtained from (33), leading to 

which, as expected, coincides with Eqs. II ( 16b) with e = O. 
Therefore, the problem offinding G from a givenH is equiva­
lent to finding the four-acceleration (and thus p and p') 
which will keep the matter energy distribution associated 
with (35) in a static frame. The pressure p can be calculated 
from the Raychaudhuri equation: 

417' ( P + ~ ) = aa;a = 'II (2) 

+ [ (~)' _ (jh)201/2]~', 

(36) 

whilep' follows from II(22) with.!if = G'/G. 
It can be easily verified that Eq. (34) is satisfied by the 

following expressions for G(r): 

G(r) = 0 1/2, 

G(r) = O[bl;V(r) - b2], 

(37a) 

(37b) 

where 0 is the same expression of Eq. II(30) with 
H = H(r), bl and b2 are arbitrary constants, and ;V 
= ;VCr) must satisfy;V' = 0- 1/2, which is the same con-

r 

·Standard" Big bang 

1 = 10 t-"'f""N~-_,.~ 

, , 
" 

n.o 

(c) 

FIG. 19. Qualitative Penrose diagrams for some conformally flat solutions. Surfaces ~, and ~r are depicted as horizontal and vertical curves, while boundar­
ies at infinity (i.e., f ± surfaces) are marked by thick solid lines. In (a) and (b), the t-parameter L (t) changes sign from negative to positive at t = t2, so that 
the 1R3 topology of the surfaces~, reaching n = o changes toS3. In (a), causal curves terminate at the FD singularity f§ (t,r) = 0, while in (b) these curves 
terminate at the standard big bang He = 0 which coincides with t = to' (c) corresponds to the case when L(t) is everywhere negative, so that all the ~, reach 
n = o and are isometric to the 3-D "pseudosphere" H'. The space-time manifold in the cases (a) and (b) is homeomorphic toS 3XR, while in (c) it has R4 
topology. The existence ofa null f surface in (c) can be inferred from the arguments illustrated in Fig. 25 (see Appendix A). 
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dition [Eq. (17)] thatff(t,r) has to satisfy in the nonstatic 
case with L = L (t). If E = Il = 0, the solution of Eq. (34) 
withy = r/2 is given by 

G(r) = a l + a2[ 1 + LR 2(r)] 1/2, (37c) 

where a I' a2, and L are arbitrary constants and R = rH, with 
H obtained from (27) by setting L and He as constants. As 
expected, these expressions coincide with those which could 
be obtained from the forms of GCt,r) for nonstatic solutions 
[i.e., Eqs. 11(31) to 11(33), (15), and (28)] by demanding 
thatthelimitof(H /H)/(®/3) befiniteas®-O. Therefore, 
the static limits of ChKQ solutions are those solutions with 
metric (33) in which G(r) has the forms (37a) for M- and 
W-type solutions, (37b) for solutions with L = LCt) and 
\11(2) #0 (see Sec. VIII), and (37c) for CF solutions (see 
Sec. IX). 

The static limits of ChKQ solutions will be regular (in 
the sense of Sec. VIII of Part II) if the constant parameters 
are chosen so that the metric coefficients H (r) and G (r) are 
non-negative functions for all the range of values of r. This 
choice is equivalent to the selection of a l:t surface of a given 
nonstatic solution, preferably a l:t along which (4-0) curva­
ture scalars are bounded, and then a regular static ChKQ 
space-time is formally defined as the product R X l:t. Thus, 
since the Killing vector a/at generates a one-parameter 
group of motions, all hypersurfaces l:t (i.e., the static 
frames) are isometric to each other. Provided that ad hoc 
topological identifications are avoided, static ChKQ solu­
tions will belong to the same homeomorphic class of equiv­
alence as their nonstatic analogs. However, there might be 
nonstatic solutions whose static limits are necessarily singu­
lar. 

The metric (33) can be expressed in terms of R (curva­
ture coordinates) by using dR = R ' dr and Eq. II (24), lead­
ing to 

d$l = _ G2(R)dt2 + dR 2 
[(jh)'/h ± (jh)2Q1I2]2 

+ R 2(d()2 + sin2 () dqi) , (38) 

where now f, h, andjh given by 11(2), I( 17), and 1(23) are 
functions of R. Ifjh # const, one has p' #0, and the metrics 
(33) or (38) describe spherically symmetric, static, perfect 
fluid solutions characterized by (35 )-( 37). It is quite possi­
ble that some of these static solutions are already known, for 
example, Glass and Mashhoonl6 and Mashhoon and Par­
tovi l2 discovered that the static limits of the 
ChMcV(r2)(X 1,2) and NMcV(r2)(X 1,2) solutions (see 
Part I) correspond to a static solution (and its charged ver­
sion) derived by Buchdahl15 as a relativistic generalization 
of Newtonian poly tropes of index 5. 

As with their nonstatic analogs, the above-mentioned 
static solutions can be matched to Schwarzschild or 
Reissner-Nordstr0m space-times. Matchings of this type 
(though not restricted to static limits of ChKQ solutions) 
have been considered by Kiinzle4s for regular spheres with­
out a center, so that the whole space-time has S 2 X R2 topol­
ogy. Kiinzle found that large pressures (I pi >p) must occur 
inside of these spheres, though as shown by Eqs. (14), this 
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does not necessarily occur in nonstatic ChKQ spheres with 
this topology. 

The static limits of uniform density solutions are easier 
to appreciate from (38). If (jh)' = o "and G(r) is given by 
(37a) [or (24b)] with L = 0 (i.e., static limit of uniform 
density M-type solutions), p = p = 0, and the metric (38) 
reduces to that of Reissner-Nordstr0m solution without the 
Eddington-Finkelstein or Kruskal extensions [Eq. 11(72) 
with 1 - 2m/ R + e2

/ R 2> 0, with m = Ileg and e2 = ce~ ] . 
Thus, for nonstatic UO M-type solutions of type (ii), the 
regularity condition Q > 0 [Eq. II( 47)] reduces to 1 - 2m/ 
R + e2/ R 2> 0 in the static limit. If (jh)' = 0 and G(R) is 
given by (24a) with L #0 (static limit of uniform-density 
W-type solutions), 81TP = - 3e~L = - 81TP, and (38) be­
comes the metric ofthe Reissner-Nordstmm solution with a 
cosmological constant e~ L. Notice that the static limit for 
solutions with Il < 0 [type (iv) if E = 0] leads to m < O. For 
CFsolutions, the metric (38) with (jh)' = 0 and G(r) giv­
en by (37c), leads to the interior SchwarzschiId solution44 if 
a l #0, and to the de Sitter solution if a l = O. Therefore, the 
static limits ofUO solutions will have (in general) the same 
S2XR2 topology (if \11(2) #0) and S3 X R (if \11(2) = 0) 
structure as their nonstatic analogs. By this criterion, the 
static limit for UO solutions with \11(2) #0 and L = LCt) 
[metric (38) with (jh)' = 0 and G given by (37b) ] should 
be SchwarzschiId or Reissner-Nordstmm (if E#O) solu­
tions with a "cosmological constant" related to L, as the 
latter solutions also have S2 XR2 topology. 

Newtonian limits of Buchdahl's solution,15 mentioned 
previously, were discussed by Glass and Mashhoon 16 and 
Mashhoon and Partovi. 12 Newtonian limits for other ChKQ 
solutions should follow by setting (33) into the "weak field" 
approximation G(r);:::: 1 + 2t/J(r), H;:::: 1 - 2t/J(r) with t/J < 1 
identifying the Newtonian potential (Sec. 17.4 of Ref. 32). 
From the forms of H derived in Part I, it seems that such a 
weak field approximation can be realized for M-type solu­
tions, reSUlting in t/J (r) somehow related to the function 
X(r) defined in I(24b). However, for W-type solutions, the 
term with the factor L in (37a) seems to correspond to a 
repulsive force associated with a cosmological constant. 
Hence it is not clear if a Newtonian limit would be possible in 
this case. 

XI. KINETIC THEORY MODELS 

As an alternative to supplying an equation of state based 
on the criteria discussed in Secs. VI and VII of Part II, the 
time evolution of a given ChKQ solution could be related to 
the physical properties of the fluid via relativistic kinetic 
theory. Although a full kinetic theory treatment of these 
solutions is not attempted in this section, useful guidelines 
for such treatment follows from previous research in this 
topic,27,46-48 and the properties ofChKQ solutions presented 
hitherto in this paper and in Part II. The discussion of this 
section will be restricted to neutral solutions. 

From the point of view of kinetic theory, one assumes 
that the fluid is modeling a mixture of gases associated with a 
non-negative distribution function Y(XNa'/zNa), where 
x N a, and /z N a are the coordinates and momenta of the Nth 
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component of the mixture. Knowing.'7, the energy momen­
tum tensor (and so macroscopic state variables such asp and 
p) follows from evaluating48 

TaP = L r /t~/t:.'7 d1T. (39) 
N J1T 

Other state variables such as N a and S defined in Sec. VI of 
Part II follow from similar integrals of.'7 (see Ref. 48), and 
so the field equations become a determined system, i.e., the 
Einstein-Boltzmann equations. However, for any functional 
form of .'7, p, and p obtained from (39) must satisfy the 
strong energy conditionp + p/3>0, which for nonstatic M­
and W -type solutions does not hold throughout the evolu­
tion of the fluid because the curvature terms (3) f:!lt and a::, 
diverge at a different rate near H = 0 and/or Q = 0, and so 
IPI >p at some point in the evolution of the fluid (see Sec. X 
of Part II and Secs. IV and V). On the other hand, for regular 
static M- and W -type solutions and CF solutions with L > 0 
and I Y I > 0, the lack of singularities at which IP I > p (see 
Secs. IX and X) means that the conditions on curvature 
terms (3) f:!lt and a::, allowing for p + p/3 >0 to hold in the 
Raychaudhuri equations [(29) and (36)] are not straight­
forwardly inconsistent, and so could hold in either case for a 
"good" choice of parameters. Hence, among all ChKQ solu­
tions, only static and CF solutions could be compatible with 
a kinetic theory approach. In either case, an equation of state 
connected with physical assumptions on the microscopic 
components of the fluid would appear from the distribution 
function. Such an equation of state cannot be barotropic (see 
Sec. VI and Appendix A in Part II), and so p will depend on 
p and the entropy density S(r). However, under a kinetic 
theory approach, the dependence of state variables on posi­
tion along the surfaces l:t introduced by S(r) could reflect a 
physically reasonable situation, such as the position depen­
dence of the concentration of different components of the gas 
mixture. 

For a perfect fluid energy-momentum tensor, the en­
tropy production must vanish and so from the relativistic H 
theorem (Ref. 48), .'7 describes either a collisionless gas 
mixture or a gas mixture in which collision integrals add up 
so that entropy production vanishes (this effect is called "de­
tailed balancing"). In either case, .'7 must satisfy the Liou­
ville equation 

(40) 

where, for the sake of simplicity, a one-component gas mix­
ture has been considered (the generalization to N compo­
nents is immediate). For the case of detailed balancing, the 
Liouville equation (40) leads to the so-called "isotropic" 
distributions.46-48 For such distributions, the fluid is re­
stricted to be shear-free, nonrotating, or nonexpanding (i.e., 
wE> = 0, where w is the magnitude of the vorticity vector). 
Although an isotropic .'7 always leads to a perfect fluid ener­
gy-momentum tensor via (39), the converse is not true.49 

The relativistic version of the Maxwell-Boltzmann distribu­
tion known as the Jiittner distribution27,48,.50 is an important 
particular case of isotropic distributions given for one-com-
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ponent mixtures by .'7 = exp["(xa
) + Ap (xa)PP] , where 

A p is a timelike Killing vector if m > 0 and a conformal time­
like Killing vector if m = O. Combining ( 40) with (39) leads 
to A a = Y ua , where Y is the macroscopic temperature in 
11(37) (Ref. 51). Apparently, A a could be identified with 
the vector A a defined by Eqs. II ( 10) and II ( 11 ). However, 
the latter is not a conformal Killing vector, and as discussed 
in Sec. VI of Part II, Eq. 11(37) is inconsistent with condi­
tion II (39b) in nonstatic ChKQ solutions and so the identi­
fication of Y with ( - gil) 1/2 as a sort of nonstatic analog of 
Tolman's laws2 [Eq, 11(40)] will not hold for these solu­
tions. On the other hand, Eq. 11(37) is not inconsistent with 
II (39b) for static ChKQ solutions, and so if the strong ener­
gy condition is satisfied, these solutions could model a de­
tailed balancing gas mixture with m > 0 associated with a 
Jiittner distribution function. This would also be in agree­
ment with the fact that in this case the coefficient of thermal 
conductivity K need not vanish.so,SI,53 

For collisionless gas mixtures, a method for solving Eq. 
( 40) has been developed by Ehlers48 on the basis of the exis­
tence of Killing vectors. This method has been usually ap­
plied to FR Wand spherically symmetric static solutions by 
Fackerell,I7 Ray and Zimmerman,18 and Ray l9 (see Ma­
haralo for a review of previous research on collisionless gas­
es). Obviously, static ChKQ solutions compatible with the 
strong energy condition can be thought as examples of these 
collisionless models, and this aspect has been recalled by 
Glass and Mashhoon 16 and Mashhoon and Partovi 12 in con­
nection with the static limits of the particular solutions 
ChMcV(r2) (X 1,2) and NMcV(r2) (X 1,2). However, a 
collisionless gas model might be also applicable to nonstatic 
CF solutions complying with the strong energy condition. 
For these solutions (as with all other nonstatic ChKQ solu­
tions), 1I(39b) is inconsistent with 11(37) implying that 
K = O. Intuitively, this situation seems to be incompatible 
with the existence of collisions, and from kinetic theory cal­
culations of this coefficient,SO,s3 it can be appreciated that, 
indeed, K vanishes if there are no collisions. Hence, CF solu­
tions could model such a gas mixture, and this could be test­
ed following the study of Petro v G4 VIII cosmological mod­
els carried on by Ray and Zimmermanl8 and Ray. 19 Such a 
kinetic theory treatment of CF solutions will be attempted in 
a future paper. 

XII. COSMOLOGICAL APPLICATIONS (NEUTRAL 
SOLUTIONS ONLY) 

As mentioned in Sec. II of Part II, SSSF solutions are 
characterized by an isotropic rate of change of relative dis­
tances of neighboring particles along the surfaces l:t (rest 
frames of comoving observers). However, in solutions other 
than FRW, this kinematic isotropy, characterized by the 
one-parameter group of conformal motions generated by the 
vector field II ( 10), is not actually "detected" by the comov­
ing observers in the form of an isotropic Hubble law. This is 
so because of the radial dependence of the four-velocity 
ua = U(t,r){)~, which introduces a pair of preferential direc­
tions along the four acceleration vector aa defined by II (9a) . 
Hence, as shown by Fig. 20, an arbitrary comoving observer 
at r> 0 (assuming that r = 0 marks a regular center) detects 
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a position- and direction-dependent red-shift distribution of 
photons emitted from neighboring observers. An expression 
for this red-shift distribution has been derived by Ellis54 and 
Collins55

; 

(41a) 

where dl is the magnitude of the connecting vector 
X a = h p.zP dl along the rest frames, and xp.zP = 1. Equa­
tion (41a) shows the combined effect of a "monopole" term 
0/3 and a "dipole" term due to the acceleration aa. For 
FRW solutions, only the monopole contribution survives, 
and one has an isotropic red-shift distribution. For SSSF 
solutions other than FRW, both dipolar and monopolar con­
tributions shape this red- (blue- ) shift distribution. Selecting 
an arbitrary comoving observer labeled by the coordinates 
(r 0> 0, 8 = 'fT /2, tfJo + 8tfJ) (see Fig. 20), and assuming that 
it receives photons emitted by neighboring observers at the 
same proper distance along the rest frame given by an arbi­
trary surface l:" Eq. (41a) becomes 

dz [0 ] -; = 3" +.!if cos t/J dl, (41b) 

where t/J is a "telescopic" angle such that t/J = 0 along the 
direction of the four acceleration (see Fig. 20). Equation 
( 41 b) indicates a maximum red shiftlblue shift in the pair of 
privileged directions parallel to the four-acceleration. If this 
arbitrary observer approaches a FD singUlarity given by 
11(49) or (28b),.!if diverges while 0 remains finite, and so 
this observer would detect infinite redlblue shifts in the pair 
of directions parallel to aa(t/J = D,'fT). This situation would 
also occur in the AD big bang at H = 0 in the infinite past 
(future) of comoving observers in type (i) or (iv) ChKQ 
solutions with '1'(2) #0 [Eq. II( 48)]. 

However, if the arbitrary receiving observer comoves 

FIG. 20. Emission and reception of photons between neighboring comoving 
observers. A photon (thick gray arrow) is emitted at t = to by the observer 
with world line Q,q2' whose spatial coordinates are ro + 6r, (} = 1T12, and t/!o· 
This photon is received at t = to + fJt by the neighboring observer PII'2 
whose spacial coordinates are ro, (} = 1T12, and t/!o. The red-shift distribution 
for similar photons [Eq. (41)] contains a term which depends on the rela­
tivedirection between the "connecting" vector X a (p,Q, andp2Q2) and the 
four-acceleration (thick arrows). This dipolar term can be expressed in 
terms of the cosine of the "telescopic" angle '1'. For the observer comoving 
along the center r = 0, the latter dipolar term vanishes, and so this privi­
leged observer detects an isotropic Hubble law. 
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along a regular center (whether such a center is labeled by 
r = 0, r = 'fT, or r = 00), since conditions II ( 45) hold there, 
.!if vanishes and only the monopole term 0/3 survives in 
Eqs. (41). This leads to an isotropic Hubble law, connected 
to the fact that such centers are fixed points of SO (3), and 
thus space-time is isotropic with respect to these loci, 
though, as commented in Sec. I of Part II, the same situation 
would occur in such symmetry points in any spherically 
symmetric space-time. If there is more than one regular cen­
ter, as in solutions with S3 X R topology, one has .!if = 0 
along both of them, but the local geometry (curvature, den­
sity, pressure, etc.) in one regular center is in general differ­
ent from that at the other. In solutions with topology S2 X R2 
(see Secs. V, VI, and VIII), there are no regular centers and 
so there are no privileged comoving observers detecting an 
isotropical Hubble law. Equations (41) are local equations, 
and so must be integrated in order to have more information 
about the red-shift distribution of distant observers and the 
microwave background. 

From the discussion of previous sections, the only type 
of ChKQ solution that could provide a relatively less physi­
cally objectionable cosmological model would be a CF solu­
tion without the FD singularity (I [1 (t,r) I> 0) and with 
L(t) positive for all t (see Sec. VIII). Such a cosmological 
model would share the basic global features characterizing a 
k = 1 FRW solution (a standard spacelike big bang, S 3 X R 
topology), but would have very different local properties as 
a result of the existence of a pressure gradient associated 
with the four-acceleration (29b). Although this position­
dependent pressure could somehow be justified physically 
(see Sec. XI), such a spherically symmetric cosmological 
model would violate the Copernican principle by having ob­
servers comoving at the regular center r = 0 as a class of 
privileged observers. On the other hand, solutions homeo­
morphic toS 2 XR2 (such as McVittie's9 with k # 1, seeAp­
pendix B), lacking such a privileged symmetry center, are 
not incompatible with the Copernican principle, although 
they might be objectionable on the grounds of their local 
properties (energy conditions do not hold ) and/or because 
of the presence of unphysical singularities (the FD singular­
ity, or the possibility of having a singular null f, see Sec. V). 
Hence it seems that the only physically acceptable cosmo­
logical application of neutral ChKQ solutions is in the form 
of a model of a spatially localized, spherically symmetric 
cosmological inhomogeneity immersed in a FRW back­
ground. 

The use of ChKQ solutions as models of cosmological 
inhomogeneities has been suggested previously by Eisen­
staedt. 14 This author considered a CF solution as a local 
inhomogeneity (his region I) matched to a cosmological 
background consisting of a UD solution with '1'(2) # 0 and 
L = L(t) (his region II), while in a second paper he con­
structed a "coating model" by matching to the CF solution a 
series of similar UD solutions. However, Eisenstaedt did not 
examine the singularity structure and global view of these 
hybrid configurations, all constructed with solutions dis­
cussed in Secs. VIII and IX. Since Eisenstaedt's exterior re­
gion does not cover r = 0, the null f at this locus does not 
occur. This boundary would be necessarily singular as these 
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UD solutions have L #0 and so Q vanishes as r--+O (see 
Table I and Secs. V and VIII). If the exterior UD solution is 
a type (ii) solution and/or the CF interior solution allows 
for f:1 = 0 to happen [Eq. (32b)], the spacelike FD singu­
larity would arise as ( - glt) 1/2 given by (15) and (28) van­
ishes. If the exterior solution is of type (iv), then it must be 
matched to a CF solution with 1 f:11 > O. The singularity 
structure in the latter case would consist of a standard big 
bang as He --+0 in the CF solution [Eq. (32a)], while in the 
UD solution one can have either a combination ofL and FV 
singularities together with a timelike AD big-bang regular 
boundary (see Sec. VIII). In the best case, it might be possi­
ble to set the parameters of the UD solution as in Eqs. (20) 
and (21) and Fig. 17 (a), one would have a combination of 
standard and AD big bangs joined by a L singularity. In all 
cases, the "asymptotically de Sitter" behavior associated 
with Eqs. (6) and (7) would arise if L ( t) changes sign in the 
CF solution or if the parameters of the UD solution allow for 
n (t,r) = 0 to happen. Although the CF solution might have 
reasonable properties (see Secs. IX and XI), as discussed in 
Secs. IV, V, and VIII, the asymptotical features ofUD solu­
tions with \II (2) # 0 are physically unappealing, and so Eisen­
staedt cosmological configurations are theoretically inter­
esting but unacceptable from a cosmological point of view. 

A more suitable model of a spherically symmetric shear­
free perfect fluid inhomogeneity could be constructed by 
matching a CF solution, with P = Pint and metric given by 
(27) and (28), directly to a k = 1 FRW background with 
P = Poxt and metric 

ds2 = - dt! + {H 2 (t. )/[1 + r/4j2} 

X [dr + r(d() 2 + sin2 
() d4i)] (42) 

along an arbitrary surface .I, labeled by r = r 0 > 0 ( the 
"matching surface" ). If the time coordinate in the CF region 
is chosen as the proper time of observers comoving with the 
matching surface, then this coordinate coincides with the 
cosmic time t. at r = ro and so, the matching surface can be 
parametrized by the coordinates y" = (t,(),~). However, 
such a matching would not be continuous (a "CO match­
ing") following Darmois matching conditions. 56 The latter 
require the first and second curvature forms 

f:1 ab =-J~J~gaP' 

Kab =- - na;J~ + rprJ~Jrna' 
where 

J a= axa a ( () A.) 
a - , X =- t,r 0' ,Of' , 

ay" 

(43a) 

(43b) 

and na is a unit vector normal to the matching surface, to 
coincide for both space-times at this three-surface. Although 
it is always possible to have the first curvature form (43a) 
[i.e., the metric (42) coinciding with the metric 11(1) at 
r = ro], the second fundamental form (43b) (the Gaussian 
or extrinsic curvature of this .I, surface) will not agree at the 
matching surface. This is connected to the fact that the pres­
sure gradient (29a) cannot be made to vanish at an arbitrary 
.I, surface r = ro> 0, and at the same time having the first 
curvature form (i.e., the metric) coinciding with (42) at roo 
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In some solutions with L = L (t) but \II (2) # 0, the second t­
parameter L(t) could be set in such a way that both curva­
ture forms (43a) and (43b) coincide with those of a FRW 
solution at the matching surface. However, these solutions, 
besides having complicated metric coefficients, might pres­
ent unphysical singularities (FD singularity or AD big 
bang), and so are likely to be unsuitable as models of local 
inhomogeneities. Therefore, the only possibility left is a 
"Swiss cheese" model in which a CF solution with L (t) > 0 
and 1 f:1 (t,r) 1 > 0 is matched to a Schwarzschild "vacuole," 
which in tum matches to a FR W background, not necessar­
ily with k = 1. Such a model of a local inhomogeneity could 
be related to matter condensation processes, black-hole for­
mation or to early universe phenomena via a kinetic theory 
study of CF solutions, as proposed at the end of Sec. XI. 
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APPENDIX A: THE WYMAN SOLUTION, GLOBAL VIEW 

The Wyman solution has been studied from a global 
point of view by Mashhoon and Partovi5 and by Collins. 6 

This Appendix will complement such a study by applying to 
this solution the results developed in Secs. II-IV. As in Ap­
pendix A of Part II, only the neutral Wyman solution will be 
considered. In order to relate the discussion of this Appendix 
to that of Collins' paper, it is useful to look at Appendix A 
and Table II of Part II. 

From Table II of Part II, the boundaries Q = 0, H = 0, 
and n = 0 are given in the (T,r) representation [coordinate 
choice II (33)] as parabolas of the type T + r /2 = a o, 
where ao is a constant depending on the parameters of the 
solution. In their study of the Wyman solution, Collins6 and 
Mashhoon-Partovi5 have used the variable v = T + r /2, 
which can be characterized invariantly as labeling hypersur­
faces of constant Hubble scale factor [i.e., H( T,r) = const]. 
These hypersurfaces appear in a (T,r) coordinate diagram 
(see Fig. 1 of Part II) as parabolas corresponding to differ­
ent values of the constant a o. However, unlike the surfaces 
.IT and .I" which can be globally characterized as spacelike 
and timelike hypersurfaces, the hypersurfaces v = const do 
not have such a globally defined conformal structure, chang­
ing in general from being locally timelike to being locally 
null and spacelike. Hence, their usefulness in a global study 
of the Wyman solution (or any other ChKQ solution) seems 
to be limited. 

Also, the coordinate choice II (33), used by Mashhoon­
Partovi and Collins, breaks down (i.e., it has a coordinate 
singularity) at the surface .IT such that 0( T) = 0 (see Sec. 
V of Part II). Therefore, it is convenient to study the Wyman 
solution in terms of the time coordinate t defined by II (31 ) 
whichsatisfiesdT /dt = -0/3. UsingEqs. II(A2), thecoor­
dinate transformation relating t and Tis 
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t(T) =J dT = -_1_ [L - 6LT] 112 
[Lo - 6LT] 112 3L 0 

(Ala) 

=:} T(t) = L0I6L - (3L/2)t 2
, (Alb) 

so that the expansion, as a function of t (but no longer ap­
pearing in the metric), is given for the case L,eO [Eq. 
II(A2a) by 

0/3 = -3Lt, (Alc) 

implying that 0 = 0 coincides with t = O. For the caseL = 0 
[Eq. II(A1b)], 0 is a constant and one can simply set 
T(t) = t without loss of generality. 

The Wyman solution in all cases classified in Table II of 
Part II corresponds to the three-parameter {P,L,Lo} family 
of space-time manifolds JI homeomorphic to R4, whose 
metric is now 11(31), with fer) = r (k = 0), 
a = - 2f.1,H - I + LH 2, and with H (T( t) ,r) given explicitly 
in terms of (t,r) by Eqs. l(36) and (Ala). The domain of 
regularity in these coordinates corresponding to various par­
ticular cases are shown in Fig. 21. The embedding diagrams, 
for the cases corresponding to types (i), (ii), and (iv), are 
qualitatively analogous to those shown in Figs. 7 (c), 10 (c), 
and 1O( d), respectively. These types will be considered sepa­
rately. As will be shown below, and in agreement with Mash­
hoon and Partovi and with Collins, the various particular 
cases of the Wyman solution have physically unappealing 
global properties. As far as their global view is concerned, 
the Wyman solution is qualitatively analogous to other simi­
lar W -type solutions incompatible with a barotropic equa­
tion of state (see Appendix A of Part II). 

1. Type (ii) 

In this case, the boundaries of JI are the FD singularity 
a = 0 and the asymptotically de Sitter boundary II = O. In 
the (t,r) representation, from Table II of Part II and Eqs. 
l( 36) and (A 1), these boundaries are marked by the follow­
ing constraints: 

a(t,r) = 0 =:} t 2 
- r/3L = L0I9L 2, (A2a) 

(a) (b) (c) 

FIG. 21. Domain of regularity for the various cases of the Wyman solution. 
(a) corresponds to the case, whethertype (ii) or (iv) (L #0), in which the 
fluid expands (0 >0) or collapses (0 <0) monotonously. (b) depicts the 
domain of regularity for a configuration in which the fluid layers labeled by 
O,r < r 1 bounce from 0 > 0 to 0 < 0 att = O. The case type (iv), with L = 0 
and 0 constant (positive or negative), is considered in (c). 
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II 0 2 r 1 [Lo ] (tr) = =:}t --=- --ao , 3L 9L L ' 
(A2b) 

(A2c) 

The FD singularity marked by (A2a) is everywhere space­
like (see Fig. 2 of Part II), however, the conformal nature of 
II = 0 must be determined from condition (10) by compar­
ing the slopes of the null cones near II = 0, (dt /dr) null [us­
ing the coordinate choice II (31) ], with the slope of this 
boundary, (dt /dr)n, obtained from (A2b) (see Sec. IV and 
Fig. 8). From Eqs. (9) and (A2b), these slopes are given by 

[
dt] 1 [ r ]112 
dr n = ± L 1/2 3r + LolL - 6ao ' 

(A3a) 

[
dt] 1 
-d ::::: ±L 1/2' r null 

(A3b) 

so that 11=0 is spacelike or null if I (dt/dr)null1>I(dt/ 
dr)n I holds [i.e., condition (10)]. 

From Eqs. (Alc) and (A2a), a = 0 is incompatible 
with t = 0, and so the expansion 0 cannot be zero along this 
boundary. However, from Eqs. (A2b) and (A3), the behav­
ior of 0 and so the evolution of the fluid layers depends on 
the sign of the quantity 

/3o=.LoIL - 6ao. (A4) 

If /30 > 0, then the domain of regularity, as shown in Fig. 21 a, 
does not include t = O. Hence, the expansion 0 does not 
vanish, implying that the fluid always expands or contracts 
(no bounces). Comparing Eqs. (A3), condition (10) holds 
(with inequality sign) for all r, and so the boundary II = 0 is 
everywhere spacelike (see Fig. 8). This boundary is then a 
future/past (depending on the sign of 0) spacelike null in­
finity surface .f ± associated with particle horizons and 
analogous to that of the de Sitter solution (see Fig. 11). 

The R4 topology of the Wyman solution, together with 
the monotonously expanding or contracting behavior of the 
fluid, would suggest the existence of another null infinity 
surface.f associated with points at an infinite spacelike sep­
aration, roughly corresponding to the limit r- 00. Such a.f 
surface should be null, since from Fig. 22(a), all surfaces ~I 
for I t I > Lo 1/2 /3L extend between the spacelike FD singular­
ity a = 0 and the spacelike .f marked by II = 0, corre­
sponding to the infinite future (or past) of comoving observ­
ers (1" - ± 00). Hence, this .f surface must be a null 
hypersurface emerging as the limit of timelike and spacelike 
hypersurfaces ~r and ~t as r- 00 and t- 00 [i.e., v- 00 with 
v defined by Eq.l(37d)]. However, the (t,r) coordinate rep­
resentation is not very helpful to study the behavior of JI in 
this limit, and so, as illustrated by Fig. (22b), the (1",r) co­
ordinates introduced in Sec. X of Part II [Eqs. II ( 69)] are 
better suited for this purpose. For an expanding configura­
tion (0 > 0) in these coordinates, the boundary II = 0 in 
Fig. 22(a) is mapped towards 1"- 00 in Fig. 22(b), and so it 
is possible to use Eqs. II ( 70) and II (71) to explore the be­
havior of null geodesics as r- 00 along hypersurfaces of con-
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/ 

(a) 

/ 
/ 

/ 

(b) 

stant r [see Figs. 22(b)]. Since H and A [defined by Eq. 
II ( 69b)] diverge as r -+ 00, the slopes of the light cones be­
come "vertical" in this limit, implying that the world lines of 
comoving observers do tend to a null hypersurface as r- 00. 

Since the other boundaries, such as the FD singularity and 
II = 0 are everywhere spacelike. J/ is in this case globally 
hyperbolic, and from the information provided by Figs. 
21 (a) and 22, it is possible to infer qualitatively the form of 
its conformal Penrose diagram. This tentative diagram is 
displayed in Fig. 23(a). 

If Po<:;,O, as shown by the domain of regularity in Fig. 
21(b). the boundary II=O hits 1=0 at r1 = IPoI31 1/2

• 

Since E> vanishes at 1 = 0, fluid layers labeled by O<:;.r < r l , 

emerging from the FD singularity in their past, bounce at 
1 = 0 and fall back into this singularity in their future [see 
Fig. 21 (b) ]. Comoving observers with r> r I do not bounce 
and reach II = 0 in their infinite future. However, the 
boundary II = 0 is only spacelike [from Eqs. (A3)] for 
r> r 2 = lPoI21 1/2, becoming null at r = r 2, and timelike for 
r I < r < r 2. so that J/ is no longer globally hyperbolic. This 
situation is an example of restrictions in the domain of regu­
larity due to a choice of equation of state (Le., supplemen­
tary regularity conditions, see Sec. VIII of Part II). Collins 
did comment that the parameters of the Wyman solution 
allow for E> to vanish, although he did not study this possibil­
ity in detail (see the end of his Sec. IV). As in the case dis­
cussed in the previous paragraph, the existence of a null f 
surface can be also inferred from the behavior of null geode­
sies as r- 00 along hypersurfaces of constant r (see Fig. 22). 
A tentative conformal diagram for the type (ii) Wyman so­
lution in which E> vanishes is depicted in Fig. 23 (b). 

2. Type (Iv) 

In this case, the boundaries of J/ marked by finite coor­
dinate values are the AD big bang H = 0 and II = 0 if L > 0, 
or only H = 0 if L = 0 (see Table II of Part II). In either 
case, causal curves are complete at these boundaries (see 
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FIG. 22. Asymptotic behavior of null geodesics 
as r ..... 00. As illustrated in (a). the coordinates 
(t.r) are not very helpful to examine the behav­
ior of null geodesics as r ..... 00. as surfaces 1:, do 
not extend along infinite values of r but hit the 
boundary " = O. Since this boundary is at the 
infinite future of comoving observers. in the 
(T.r) representation introduced in Eq. 1I(69a). 
it is mapped to infinite values of T with surfaces 
1:, bending upwards. as shown in (b). The be­
havior of null geodesics at the limit r ..... 00 can be 
examined along surfaces of constant T by using 
Eqs. 11(70) and 11(71) [see Fig. 5(c) of Part 
II I. This can be done for all particular cases of 
the Wyman solutions (and other solutions as 
well. see Fig. 19). Since A defined by Eq. II ( 69) 
diverges in this limit [the slopes of the light 
cones become "vertical" in (b) I. for all cases of 
the Wyman solution. one can infer that there is a 
of surface as r ..... 00. as a null limit of timelike 
surfaces 1:,. See Fig. 23. 

Sec. X of Part II and Sec. IV), and so (apparently) J/ is a 
complete manifold. The domain of regularity for both cases 
is shown in Fig. 21. Considering first the case L > 0, the coor­
dinate representation of the boundary H = 0 in (t,r) coordi­
nates is the same as Eq. (A2a) [see Figs. 21(a) and21(b)]. 
while II = 0 coincides with Eq. (A2b), except that a o now 
has a different value given by 

a o = cn-I(O) >0. (A5) 

The AD big bang is everywhere timelike (see Fig. 3 of Part 
II), but the conformal nature of II = 0 must be found again 
by comparing slopes through condition ( 10) and Fig. 8. The 
slopes of null cones near II = 0 and the slope of this bound­
ary in (T,r) coordinates are the same as in Eq. (A3) with a o 
given by Eq. (A5). The conditions on the parameters lead­
ing to the occurrence of a bounce as E> (1) = 0 for 1 = 0 also 
depend on the sign of Po [with a o given by Eq. (A5)]. 
Therefore, if Po> 0, E> does not vanish (fluid layers monoto­
nously collapse or expand without bouncing), the boundary 
II = 0 is everywhere spacelike, and as in the type (ii) solu­
tion, it marks a spacelike f surface as depicted by Fig. 11 
(see Sec. IV). 

IfPo<O withao given by Eq. (A5), there is a bounce at 
1 = 0, with the domain of regularity as in Fig. 21 (b). Consid­
ering a fluid configuration initially expanding from the AD 
big bang H = 0 in the infinite past of the comoving observ­
ers, as shown in Fig. 21 (b), only those fluid layers labeled by 
r> r I [ao given by (A 4) ] reach the boundary II = 0 in their 
infinite future, while comoving observers with 0<:;. r<:;. r l 

bounce at 1 = 0, collapsing asymptotically in the AD big 
bang in their infinite future. As in the type (ii) solution, the 
boundary II = 0 is timelike and null for r I < r < r 2 and r = r 2' 

respectively. Again, as with the case of type (ii) solutions, by 
looking at the behavior of null geodesics as r- 00 along hy­
persurfaces of constant r (see Fig. 22), it can be inferred that 
spacelike and timelike hypersurfaces l:t and l:, (which al­
ways reach II = 0 if the fluid does not bounce) tend to a null 
f surface in the limit r - 00 and 1 - 00. The qualitatively 
form of the conformal diagrams of the Wyman solution in 
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"PD" sizrpIarity. a - 0 

(a) 

Type ("Ii) 8>0 

(e) 

Type (iv) 8> 0 

(e) 

Type (i) 

"PO" siap\arily. a - 0 

(b) 

Type (ii) Bounc:ina fluid 

Type(iv) 

(I) 

(d) 

Bouncinatluid 

Type (iv) L • 0 

FIG. 23. Qualitative conformal diagrams for the various cases of the Wyman solution. Surfaces 1:, and 1:, are depicted as vertical and horizontal curves. 
Notice that the boundary n = 0 is a f surface, which in the cases corresponding to (a) and (c) is everywhere spaceJike. The existence of a second f surface 
has been inferred from the arguments described in Fig. 22. 
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the cases described above are shown in Figs. 23 ( c) and 
23(d). 

For the case in which L = 0 [Le., the NMcV(r3) (X5) 
solution, see Appendix A and Table II of Part II], 
0= ± (Lo) 1/2 is a nonzero constant, and so T= t. The AD 
big bang is marked by the same coordinate values as in Eq. 
(Ala) (with L = 0), while there is no boundary II = 0 la­
beled by finite coordinate values [see Fig. 21 (c) for the do­
main of regularity]. However, information about the global 
structure of JI can be obtained from a qualitative examina­
tion of the radial null geodesic equation II (56), which for 
this solution, takes the following particularly simple form: 

_ = ± _0'_.. = ± _0 IJlI Sl2 t+- . [dt] [L U3
]1/2 (L )112 [ r]3 

dr null 21JlI 2 2 
(A6) 

Consider a fluid configuration initially expanding from the 
AD big bang in the infinite past of the comoving observers. 
SinceHandR diverge for finite ronly ift- 00 corresponding 
to the infinite future of the fluid ('f- (0) and the asymptoti­
cally de Sitter behavior H-exp 'f, from Eq. (A6), the sur­
face ~ t corresponding to t = 00 marks a spacelike oF bound­
ary in the infinite future analogous to II = 0 in the cases 
when 101> 0 discussed above. Also, using the coordinate 
representation ('f,r) , from Eqs. II (70) and II ( 71 ), if r -+ 00 

along surfaces of constant 'f, one has (dr/ dr) -+ ± 00, indi­
cating that a null oF boundary arises as a null limit of the 
surfaces ~r as r- 00. This information leads to the possible 
Penrose diagram shown in Fig. 23(f). 

3. Type (I) 

In this case, L < 0 [see Table II (I) ] and so the boundary 
II = 0 does not arise. The boundaries of JI marked with 
finite coordinate values are then the AD big bang H = 0 and 
the FD singularity Q = O. Since the coordinates of these 
boundaries are (A2a) and (A2b) with a o = cn-I(O) >0, 
respectively, the domain of regularity is as in Fig. 21 (b). As 
/30 is always negative, t = 0 lies always within the domain of 
regularity of the solution, and so fluid layers with O,;;;;r<rl 

must necessarily bounce. Therefore, these layers either ex­
pand initially from the AD big bang in their infinite past and 
bounce back to this boundary in their infinite future (0 
passes from positive to negative), or contract initially from 
the FD singularity in their past bouncing back to it in the 
future (0 passes from negative to positive). As in the cases 
discussed in previous paragraphs, there is also a null oF 
boundary at the limit r- 00 and It I- 00 (see Fig. 22). A 
tentative Penrose diagram for this case is depicted in Fig. 
23(e). 

APPENDIX B: THE McVITTIE SOLUTION 

What is known in the literature as the Mc Vittie solution 
(Refs. 9, 10, 21, and 44) corresponds to the neutral subclass 
of ChKQ solutions NMcV(r2) (X2), with the restriction 
c = 0 [particular cases of solutions discussed in Sec. V, with 
functions h and X given by Eq. (lib)]. Using the choice of 
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time coordinate II (33), this subclass corresponds to the 
metric II ( 33) with 

H(T,r) = (1/b 2n [T+ (Jl/2)h(2)]2, 

(_gtt)1/2=! [b2_ 21L!2) ]1/2 

(B1a) 

(BIb) 

where h (2) is given by (11 b). The solutions associated with 
the metric (Bl) are characterized by the constant free pa­
rameters: Jl, t::. = b 2 and k = 0, ± 1 (see Table VI of Part I). 
The case k = 0 is the UD solution NMcV(r2)UD, while 
p = p( T,r) if k = ± 1. Following the current terminology 
in the literature, and in order to avoid confusion with the 
McVittie-type solutions introduced in Sec. IV of Part II, the 
above-mentioned subclass of ChKQ solutions will be re­
ferred in this Appendix as different particular cases of the 
McVittie solution. 

In Mc Vittie's pioneering paper,9 as well as in subsequent 
literature,21-23 it is suggested that McVittie's solution de­
scribes a "point particle" immersed in a perfect fluid which 
becomes asymptotically FRW. This characterization fol­
lows by writing the metric (Bl) in "isotropic coordinates" 
(see Appendix C of Part I) as 

so that identifyingJl/b 112 as the "mass" of the point particle 
and considering (T,oX) values x:::: 0 and 0 (T) :::: const, the 
term Jl/b 1/2x dominates over the term (1 + kx2/4) 1/2, and 
the metric (B2) looks like a sort of nonstatic approximation 
to that of the Schwarzschild solution in "isotropic coordi­
nates." Also, for large values of x the whole product 
(Jl/b 1/2X ) (1 + kx2/4) 1/2 becomes negligible in comparison 
with T, and so, it is argued, (B2) approximates a FR W solu­
tion in the limit x- 00 • 

However, such coordinate-dependent identifications 
must be reexamined having in mind the global characteris­
tics of the solutions discussed in Sec. V. For example, the 
locus x = 0, which is supposed to be the world line of McVit­
tie's point particle, corresponds to r = 0 which, as shown in 
Sec. V, marks a null oF boundary at infinite affine parameter 
distance along the surfaces ~T' This fact can be verified also 
from the radial null geodesic equation II (56), which for the 
metric (B1) takes the simple form 

[
dT] = ± 0(T)/3[(2by)

1/2
T+Jl/2]3 (B3) 

dr null 2b 3y [ (2by) 1/2T - Jl/2] 

so that (dT /dr) null - ± 00 as r-+O (i.e., as y-O and/or 
x-0), indicating that r = 0 is indeed a null boundary. How-
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ever, even within the framework of the Schwarzschild solu­
tion in isotropic coordinates, the value x = 0 (with x being 
the "radial" isotropic coordinate of this solution) does not 
label the Schwarzschild singularity (i.e., point particle at 
R=O) but points at infinity (R-oo)(see Ref. 57). Al­
though McVittie's solution belongs to case (13c) (see Sec. 
V), implying that the null boundary at r = 0 is regular, with 
p and p taking the asymptotical values of equations ( 14), the 
characterization of this locus as the world line of a point 
particle is obviously inconsistent. Other global aspects of 
various particular cases ofthe McVittie solution will be dis­
cussed below. The cases k = 0, ± 1 will be treated separate­
ly. 

1. Case k=1 

In this case, f = sin r and so there is a regular center at 
r = 1T, while, from Eq. (B3), r = 0 marks a regular null oF 
boundary [p and pas r-O are given by Eq. (14)]. As dis­
cussed in Sec. V, the space-time manifold J/ is in this case 
homeomorphic to R4. From Eqs. (Bl), both ( - gtt) 1/2 and 
H diverge as T -0 for r finite. Therefore R = fH and 
T = f( - gtt ) 1/2 dT also diverge, with H, p, and p along co­
moving observers approaching T = 0 taking the "asymptoti­
cally de Sitter" behavior associated with H - exp [0 (0) T /3 ] 
and Eqs. (7b) and (7c) with L = O. From Eq. (B3), the 
boundary T=O is spacelike if 10(0)1>0 and null if 
0(0) = 0, and so it is analogous to the boundary II (T,r) 
discussed in Sec. IV, coinciding in this case with a single l:T 
surface (see Table II). 

From Table VI of Part I, the solution is of type (ii) if 
Il > 0, and of type (iv) if Il < O. In the first case, as illustrated 
by Fig. 24 ( a) the domain of regularity can take the following 
two forms: 

T> (1l/2 )li(2) , 

0< T < (f-t/2)li(2) , 

(B4a) 

(B4b) 
- 1/2 where, from Eqs. (lOb) and I(16b), h(2) = [2b sin(r/ 

2) ] - I, and the FD singularity is marked by the coordinate 
values T = (f-t/2)li(2) . From Eq. (B3), and following Fig. 2 
of Part II, this singularity is spacelike. 

In the case (B4a), the fluid layers evolve from (toward) 
infinity (R - 00 for 0 < r < 1T) toward (from) the FD singu­
larity depending if0(n <0 or 0( n >0. If0(n = 0, the 
fluid bounces, however, from Fig. 24(a), for whatever 
choice of 0 (n (choice of equation of state) this singularity 
can never be avoided by all comoving observers. Also, the 
surfaces l: T reach the null oF at r = 0 as T - 00, indicating 
that this null boundary is the null limit of time like and space­
like surfaces l: r (r - 0) and l:T (T - 00 ), as depicted by Fig. 
12(b). 

In the case (B4b), the evolution of the fluid, as illustrat­
ed by Fig. 24(a), is constrained between the asymptotically 
de Sitter boundary T = 0 and the FD singularity. Since, both 
boundaries are acausal (spacelike or null), J/ is globally 
hyperbolic. The basic difference between this case and that 
of (B4a) is that all surfaces l:T reach r = 0, and that the FD 
singularity can be avoided by all comoving observers if the 
fluid, initially contracting (0 <0) from T= 0, bounces as 
0( n = 0 for 0 < T <1l/4b 1/2 [see Fig. 24(a)]. 
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(a) 

caek-l 

FIG. 24. Domain of regularity for the various cases of the McVittie solu­
tion. The vertical arrows indicate a monotonously collapsing (0 < 0) mo­
tion of fluid layers. If the latter were expanding (0) 0). the arrows would 
point in the reverse direction. 

If f-t < 0, the solution is of type (iv) and the domain of 
regularity is given by Fig. 24(a), except that now the coordi­
nate constraint T = !llllli(2) marks the AD big bang at the 
infinite past/future of the comoving observers. Hence, if0 is 
everywhere finite, J/ is a complete manifold but it is not 
globally hyperbolic since the AD big bang is a timelike 
boundary. If the domain of regularity is T> Ytli(2)' no 
choice of 0 will make all fluid layers bounce and avoid 
H = O. If0 diverges along T= To, such thatH( To,1T) = 0, a 
null L singularity emerges, following a similar pattern as 
shown in Fig. 10. If 0 diverges for a value T = TI i= To [see 
Fig. 24(a)], one has a combination of L, FV singularities 
and AD big bang, as shown in Fig. 5 of Part II. 

For the case (B4b), if0 = 0 for 0 < T < 11l1/4b 1/2, all 
fluid layers bounce and avoid the AD big bang. If 0 diverges 
for T> 11l1/4b 1/2, one has a combination ofL, FV singulari­
ties with AD big bang, as in Fig. 4 of Part II. Tentative 
conformal diagrams for some of the cases discussed above 
are shown in Fig. 25. 

2. Cases k=O and k= -1 

If k = 0,-1, the McVittie solution has no regular center, 
and J/ is in all cases homeomorphic to S 2 X R2, with the 
domain of regularity illustrated by Fig. 24(b) and given by 
Eqs. (B4) with li2 = colr if k = 0 [the UD solution 
NMcV(r2) (UD) with Co = b -1/2, see Table VII of Part I] 
or li2 = [2b 1/2 sinh(r!2)] -I if k = - 1. As in the case 
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d_ T-O 

(I) 
'\)po(ii), O<T< 1112~ 
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T-O null 

r-. 

8-0 

0_0 

(c) 
'\)poCo). T> 1112~ 

T-- null 

(d) 
Type (iv). T> 1112 b(2) 

T. - nuD. with ·L· singularity 

FIG. 25. Various possible conformal diagrams for the McVittie solution: 
Case k = 1. As in Figs. 19 and 23, these conformal diagrams have been 
qualitatively sketched from the information available on the conformal 
structure of the boundaries and by looking at the behavior of timelike and 
spacelike surfaces 1:, and 1:T in the domain of regularity of Fig. 24. The 
latter three-surfaces are depicted as vertical and horizontal curves. It has 
been assumed that an equation of state is chosen so that 0( n is a monoton­
ous function. 

k = I, r = 0 marks a regular null f boundary, while the 
boundary T = 0 is associated to an asymptotically de Sitter 
behavior of H at the infinite future/past of comoving observ­
ers. From Eq. (B3), this boundary is spacelike in general, or 
null ifE>(O) = O. 

Although Hand R diverge as r-- 00 when the domain of 
regularity is (B4a) [see Fig. 24(b)], implying that points 
labeled by infinite values of r are at an infinite affine param­
eter distance along the l: T> the slopes of null cones behave as 
(dT/dr)nuu-- ± (E>/3)T2 as r--oo [from Eq. (B3)]. 
Hence, unlike the case of the Wyman solution, the hypersur­
faces l:r tend to a timelike boundary in the limit r-- 00. Since 
n given by Eq. 11(58) also diverges as r-- 00, such a bound­
ary is a timelikef surface, analogous to that of the universal 
covering of the anti-de Sitter solution. Thus, JI is not global­
ly hyperbolic in this case. On the other hand, if the domain of 
regularity is given by (B4b), then following the same argu­
ments as in the Wyman solution, it can be inferred that a null 
f surface emerges at the limit r .... 00 and T --0 [see Fig. 
(22)] . 

For I-' > 0, the solution is of type (ii). If the domain of 
regularity is as in equation (B4a), the fluid layers terminate 
their evolution at the FD singularity T= (1-'/2)"(2)' The 
surfaces l: T only reach the boundary r = 0 as T -- 00, hence, 
this boundary appears as illustrated by Fig. 12(b), while 
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there is a timelike f as r -- 00. If the domain of regularity is 
as in Eq. (B4b), fluid layers evolve between the asymptoti­
cally de Sitter boundary T = 0 and the FD singularity, with 
all surfaces l:T reaching the null boundary at r = 0, and with 
a null f surface as r-- 00 and T --0. 

Ifl-' < 0, the solution is of type (iv). As in thecaseoftype 
(ii) solutions, the evolution of the fluid depends on the form 
of the domain of regularity. If E> is everywhere finite, JI is 
complete, while if E> diverges for a given T> 0, one has a 
combination of Land FV singularities and AD big bang, as 
illustrated by Fig. 5, Part II. The qualitative form of possible 
conformal diagrams for some of the cases discussed above 
are shown in Fig. 26. 

3. Black holes and cosmological models 

If the McVittie solution k = 1 is matched to the 
Schwarzschild solution at r = ro, so that the fluid region ex­
tends between ro and 1T, excluding r = 0, one has a collapsing 
fluid sphere with a regular center, as described in Sec. XI of 
Part II. However, any other matching of this solution with a 
Schwarzschild space-time leads to a fluid region without a 
center, as discussed in Sec. VI. This fact was overlooked by 
McVittie lO and Knutsen ll in their study of the collapse ofa 
NMc V (r2) (UD) sphere (case k = 0 of the Mc Vittie solu­
tion), and by Mashhoon and Partovi12 in a similar study of 
the charged version of this solution [the solution 
ChMcV(r2)(UD), see Table VII of Part I]. Although, 
Knutsen's results concerning the formation of horizons and 
the evolution of the surface of the fluid sphere [i.e., basically 
a study ofEq. II (74a) ] are correct, his reference to the sin­
gularity produced by the collapse of the surface of the sphere 
in the case I-' < 0 [type (iv) solution] as a "central singular­
ity" is misleading. First of all, the fluid region has no center, 
and as shown by Figs. 15 ( c ), 15 ( d), and 16, the singularity 
produced in this case (the L singularity) is avoided by co­
moving observers labeled by 0 < r < ro (i.e., the interior lay­
ers), the latter evolving towards the AD big bang marked by 
H=O. 

As mentioned earlier, the McVittie solution is inade­
quate to describe a point particle in a sort of asymptotically 
FR W background. As shown in this Appendix, the global 
features of McVittie's solution, for all cases k = 0, ± 1, 
I-' > 0, or I-' < 0, bear no resemblance with what one would 
expect if it were a suitable characterization of such a mod­
el. 36 In fact, the cases k = 0, - 1 homeomorphic to S 2 X R 
have more in common, from a global point of view, to a 
Schwarzchild-Kruskal space-time than to a FR W cosmol­
ogy. Hence, the resemblance of the metric (B2) with 
Schwarzchild's solution in isotropic coordinates could be 
connected with the fact that the static limit of the case k = 0 
is indeed the Schwarzschild solution (though, without the 
black-hole region R < 2m, see Sec. X) . Notice that for the 
cases corresponding to type (iv), for which I-' < 0, the static 
limit is the Schwarzschild solution with negative mass. 

The lack of a regular center in the cases with topology 
S2 X R2

, makes these solutions compatible with a Coperni­
can principle which excludes privileged observers comoving 
along such symmetry centers. Though, the violation of ener­
gy conditions near the FD singularity, together with the fact 
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FIG. 26. Various possible conformal diagrams for Mc Vittie solution: Cases k = 0, - 1. As in Fig. 25, these conformal diagrams are qualitative constructions. 
Surfaces 1:, and 1: r are depicted as vertical and horizontal curves. It has been assumed that an equation of state is chosen so that 0( n is a monotonous 
function. 

that the AD big bang is timelike (just as the .f boundary at 
r = 00 in some cases) and so vii is not globally hyperbolic, 
would probably exclude all cases from cosmological consid­
erations. See Sec. XII. 

APPENDIX C: EQUIVALENCE OF METRICS WITH 
DIFFERENT VALUES OF k IN SOLUTIONS WITH 
UNIFORM DENSITY 

As shown in Appendix D of Part I, given the same com­
bination of parameters (E,J-t,a,b,c,L), different values of kin 
Eq. 11(2) denote different solutions if p'¥=O. However, if 
p' = 0, given the same combination of parameters 
(E,f.L,co,L), metrics with the radial coordinate given by the 
three different choices 11(2) denote a single solution. This 
fact will be proved in this Appendix for the case L = const 
using the choice of time coordinate 11(33) (see Sec. V of Part 
II). The generalization of this result to L = L ( T) is straight­
forward. 

If p' = ° and dL /dT = 0, the metric II( 1) can be ex­
pressed as 

dr = _ c4 [1 _ 2pcg + ~c~ + LdR 2] (dT /T)2 
ORR 2 0 (0/3)2 

+H 2 dr+R 2[d0 2+sin20dt,62] , (Cl) 
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where H = H( T,r) and R (T,r) = j1I,/(r) being either one 
of the functions given in Eqs. II (2). Keeping the same pa­
rameters (p,E,Co, and L) and the same coordinate T, the 
metric (Cl) for another choice of/is given by 

dr = _ c4 [1 _ 2JJ::.g + ~~ + Lc21P] (dT /T)2 
oRR 2 0 (03)2 

+ H2 cJr + IP[d0 2 + sin2 0 dt,62] , (C2) 

where now H = H( T,r) and R = f(r)H, and so the barred 
quantities are functions ofr. For example, if/( r) = r (choice 
k = 0) thenf(r) is either sin r or sinh r (choices k = ± 1), 
and so on. If the metrics (C1) and (C2) are equivalent, the 
invariant quantities R and 0 must coincide; hence 

0(T) = 0(T) , 

f(r)H( T,r) = /(r)H( T,r) 

must hold. If conditions (C3) imply 

H(T,r)ar = H(T,r)dr, 

(C3a) 

(C3b) 

(C4) 

then (Cl) and (C2) are equivalent with (C4) being the 
coordinate transformation r = r(r) relating these metrics. 
From Eqs.1(38) and 11(24), one has 

/ aR 
--= 
R ar 

_ C02 Q1/2 = Z aR 
R Or ' 
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with Q given by (24b). Inserting (C3a) and (C3b) in (C5), 
Eq. (C4) follows immediately, proving the equivalence of 
(C 1 ) and (C2). In order to generalize this result to solutions 
with L = L (n, this function must be the same in both met­
rics, and the metric coefficient gtt in Eqs. (14) and (24) 
must be written in terms of R. 
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In every even dimension, a modification of the generalized Yang-Mills systems (modGYM) is 
introduced. It is shown that spin-connection modGYM fields, which are self-dual on a double­
self-dual background of generalized Einstein-Cartan (GEC) gravity, can be constructed-this 
generalizes the constructions of Charap and Duff [Phys. Lett. B 69, 445 (1977)] in four 
dimensions, to all even dimensions. Additional duality constraints are also given that must be 
satisfied by the gravitational fields, if these constructions are to apply also to the full GYM 
systems. Applications to compactification, as well as relevant physical criteria, are briefly 
discussed. 

I. INTRODUCTION 

A systematic program to construct gauge field systems 
in higher dimensions, generalizing the Yang-Mills (YM) 
system, has been undertaken some time ago. 1,2 

Originally, the guiding criterion used was the presence 
of ins tan tons in these systems. The 4p-dimensional analog of 
the Belavin-Polyakov-Schwarz-Tyupkin (BPST) instan­
tons3 were found,2,4 as well as the axially symmetric instan­
tons5 analogous to those found by Witten6 for the YM sys­
tem inR 4. 

On the other hand, the physical criterion used was that 
under (coset space) compactification 7,8 these higher-dimen­
sional systems yield residual systems in four dimensions 
whose low energy limits coincide with the YM-Higgs 
(YMH) system. Indeed, using9 the calculus developed in 
Ref. 8, some such exampleslO,11 have been considered in 
some detail, and we have referred to them as generalized YM 
(GYM) systems because they satisfy this criterion. 

In connection with both the instanton solutions2,5 in 4p 
dimensions and the properties of the vacuum structure in the 
(compactified) residual gauge field system, 10, II a very cen­
tral role is played by the generalized self-duality equations I 
pertaining to the GYM system in question. These duality 
equations solve the Euler-Lagrange equations of the GYM 
system. Some of these duality properties were considered 
also by Grossman et al. 12 and Brihaye et al. 13 

On a 2(p + q)-dimensional manifold these duality con­
ditions are 
F(2p) = *F(2p ), ( l.1a) 

*F(2p )" "'''2 = (e/2q!) (i,r)q-P£" ... " v '''V F(2q) v''''v
2 Q

, 
r-I r- p r-I r-2p I 2q 

(l.1b) 

where e is the determinant ofthe Vielbein and F(2p ) is the 
totally antisymmetric p-fold product of the curvature two­
forms F(2). In general, for p#q, (1.1a) involves a nonzero 
power of the dimensional constant, and henceforth we will 
refer to such duality equations as inhomogeneous. By con­
trast, for p = q, the homogeneous duality equation (1.1a) 

involves no dimensional constant. As a result ofthe absence 
of K in these cases with q = p, it was possible to find instanton 
solutions2,5,13 of the GYM systems in R 4P. For q#p there 
cannot exist any instantons on a flat background, but Bais 
and Batenburg14 have made an extensive study for the case 
p = 1 (q> 1) on S2(p+ q), CP(p+q), and HP(1I2)(p+q). These 
field configurations 14 are very relevant, as examples, to the 
constructions given in the present paper. 

The most obvious difference between the p = q and p # q 
cases is that (1.1 a) holds in 4p dimensions in the first case, 
and in every even dimension in the second. The most impor­
tant difference is that the GYM systems pertaining to (l.la) 
areconformallyinvariant for the casep = qbutnot forp#q, 
as is obvious, for example, due to the appearance of the pa­
rameter K with dimensions of a length. 

Another very interesting development has been the con­
struction (in even dimensions) of the conformally invariant 
models by Zakrzewski 15 and others. 16 These systems do not 
concern us here directly, but are similar to the GYM in that 
they are endowed with self-duality conditions and, in 4p di­
mensions in particular, can be expressed as composite GYM 
field systems. 

Having made our choice of gauge field systems, which 
we shall define in detail in Sec. III, the inevitable question 
that arises is, what is the gravitational partner of this gauge 
field? Clearly, in solvingl4 self-duality equations such as 
( 1.1 ), it is not necessary to specify the dynamics of the gravi­
tational background. On the other hand, if we envisage that 
these gauge fields should model the fundamental interac­
tions, it is desirable to specify their interactions with the 
gravitational background. This is the physical reasoning be­
hind the considerations in the present paper, which in this 
sense can be considered complementary to the work of Bais 
and Batenburg. 14 

Before proceeding to consider gravity, we note the alter­
native extension of the YM system given by Sa<;lioglu 17 and 
by Fujii, 18 and argue why we do not adopt them here. 

As for GYM systems,I,2 the definition of thesel7,18 is 
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based on the existence of BPST configurations-not just in 
4p but in every even dimension: 

AI-' = (2alx(x2 + a2»)l:I-'YXy, 

l:~;:l = - !((1 ± rd +, )/2)[rl-',ry], 

( 1.2a) 

( 1.2b) 

where r I-' are the 2d 12 X 2d 12 r matrices, r d +, the chirality 
matrix, and l:~;: l the spinor representation of so(d). This 
notation will be used throughout. 

It turns out that the fields ( 1.2a) satisfy the equations of 
motion of the conformally invariant system 

tr(l:(±l®F )dl2 I-'y I-'y . ( 1.3) 

If all terms in ( 1.3) exhibiting higher than the second power 
of the velocity al-'A y are discarded,17 then (1.3) coincides 
with GYM in 4p dimensions. On the other hand, in (4k + 2) 
dimensions ( 1.3) is not positive definite and under compac­
tification does not reduce to a residual system that includes 
YMH at low energy. This is too high a price to pay for the 
conformal invariance of (1.3) in contrast to the absence of 
this symmetry in the case of GYM in (4k + 2) dimensions 
whenp#q. Accordingly, we restrict our attention to GYM 
systems henceforth. 

Perhaps the most popular scheme of coupling YM to 
gravity is through the Kaluza-Klein's (KK) mechanism. 
Here the gravitational system, namely the Einstein-Hilbert 
(EH) system, is taken to be the more fundamental. As such, 
in the higher dimensions the dynamics is given by the gravi­
tational system alone, and after compactification 19,20 one 
finds the Einstein-YM system in four dimensions. Thus 
starting with the EH system whose Lagrange density exhib­
its one power of the Riemann curvature, one ends up with a 
residual system in which EH gravity interacts with YM, and 
the latter exhibits the second power of the gauge curvature. 
What then is the gravitational system which, when subjected 
to a KK compactification, yields a GYM system, say, in 4p 
dimensions? Clearly, the required system must involve the 
pth power of the Riemann curvature. 

According to this reasoning, a direct generalization of 
EH gravity in higher dimensions was proposed21,22 so that 
the Riemann curvature R (2) in EH was replaced by a curva­
ture 2p-form R(2p ) in 4p dimensions. The 2p-form R(2p ) 
is just the totally antisymmetric product of p-curvature two­
forms, much in the same spirit in which F( 2p ) in (1.1) was 
defined. We refer to the resulting gravitational systems as 
generalized Einstein-Cartan (GEC), because of the analogy 
with GYM. Indeed it was seen-for example, in Ref. 21-
that under dimensional reduction these GEC systems give 
rise to residual systems that include the EH system, and that 
the latter dominate at low energy. These systems, which 
were first introduced by Lovelock,23 have been arrived at 
also as string-generated gravitational systems,24,2S and were 
applied in cosmological problems.26 

On closer examination, it turns out that basing the anal­
ogy between GEC and GYM systems on a KK rationale21,22 
is false. The reason is that the KK Ansatz consists of impos­
ing certain isometries on the Vielbeine, thus introducing Lie 
structure constants into the Vielbein Ansatz. These structure 
constants play the role of the generators of the Lie algebra in 

1213 J. Math. Phys., Vol. 29, No.5, May 1988 

the residual system, where the YM system is just the square 
of the algebra-valued two-form F( 2). By contrast, the GYM 
system is the square of the 2p-form F(2p ), which is certainly 
not algebra-valued. Therefore there is no reason to expect the 
KK Ansatz, which features only Lie structure constants, to 
generate a GYM system that cannot be expressed in algebra­
valued quantities. To substantiate this assertion, we give a 
KK reduction of a p = 2 GEC system in the Appendix, 
where we point out how the KK mechanism fails to generate 
a GYM system. 

Abandoning a KK induced relationship between GEC 
and GYM means that both these geometric systems are to be 
treated on the same footing, Their relation, which will now 
amount to a duality between them, will be based on the oc­
currence of self-dual spin-connection GYM fields on dou­
ble-self-dual GEC backgrounds. This generalizes the obser­
vation first made by Charap and Duff 27 for the EH-YM 
system in four dimensions, to the corresponding duality 
between GEC and GYM in every even dimension. In this 
process we shall find it useful to refine our original definition 
of GYM systems. ',2 

This is the aim of the present work. In Sec. II we define 
the GEC systems and introduce the pertinent duality rela­
tions that solve the field equations. The corresponding defi­
nitions for the GYM systems and their stress tensors is pre­
sented in Sec. III. Putting these results together, we give the 
spin-connection fields in Sec. IV. 

II. GENERALIZED GRAVITY (GEe) 

We discuss the GEC gravitational systems before the 
GYM gauge systems because the former will tum out to be 
somewhat more fundamental than the latter, in spite of our 
abandonment of a KK mechanism where the gravitational 
system is clearly privileged. This situation will be clarified in 
Sec. IV. 

We introduce our notation by defining the GEC sys­
tem23 on d = 2 (p + q) dimensions, as given by the Lagrange 
density, 

L(p,q) = t!""'1-'2PYI"'Y2ge;: 

X a, ... a2p R b""!>,q 
el-'2 eI-'2pEa""a2~1"'!>,q y,"'Y2q' 

(2.1a) 

R(2q) =Rb""!>,q =R [b,b,Rb'b····R!>,q-'!>,q) (2.1b) 
",'·'''29 [V."2 "3".. "19_1"2,)' 

R(2) R ab a ab + ac cb (21 ) = I-'y = [I-'wy] w[I-'Wy]. . c 

Here e; are the Vielbeine, whose determinants we have de­
noted as e in (1.1), and the greek and latin indices label 
coordinate and frame vectors, respectively. The 2q-form 
R (2q) is the q-fold totally antisymmetrized product of the 
curvature two-form R(2), expressed as a curl of the spin 
connection W;b in (2.1c). Clearly, whenp = 0 and d = 4q, 
(2.1a) is a total divergence and hence dynamically trivial. 
For p = q = 1, (2.1) is the EH system. 

A. Equations of motion 

The Euler-Lagrange equations resulting from the varia­
tions of e; and W;b, respectively, are 
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b ... ~ 
Xenn• a "'a b ...... R 1" ••• 1' 0 = 0, 

--..: 3 2p l""Zq I 2q 

X T a, R b>"'~o eabo "'0 h·· .~- V V 1""1" I Zp-J VZq 12 329 

(2.2a) 

(2.2b) 

Equation (2.2a) is the Einstein equation, and (2.2b) is the 
torsion equation exhibiting the torsion field 

T;v = D[l'e:), (2.3a) 

D a - a a + ab b (2 3b) I'ev - I'ev WI' ev' . 

In terms ofthe pseudotensor t~ in (2.2a), we can define an 
Einstein tensor of the curvature 2q-form R (2q) by 

t~ = - 2p2p!2q!eG~(2q), 

G~(2q) = R ~(2q) - (l/2q)~~(2q), 

R I' (2q) = R I'v,···v2Qeb • .. 'e~o 
a ab,"'~Q v. 1'20' 

~(2q) =R~(2q)e;. 

(2.4a) 

(2.4b) 

(2.4c) 

(2.4d) 

In the presence of another field interacting with gravity, 
(2.2a) will be replaced by the Einstein equation 

G~(2q) = 01,; (2q), (2.5) 

where0l,;(2q) = eva EY'V(2q) is the corresponding stress ten­
sor. 

Concerning the torsion equation (2.2b), there is a very 
important difference between the EH case p = q = I, and all 
other cases with q > 1. In the EH case (2.2b) implies vanish­
ing torsion, while for q> I this is not so. This fact has been 
exploited21 in a compactification scheme recently. 

Perhaps the most important feature of the Einstein 
equation (2.2a) is that it leads to the vanishing ofthe pseu­
doscalar quantity e~(2q) given by (2.1a). The expression 
~ (2q) is a function ofthe Ricci scalar R (2), as well as the 
other components of the Riemann tensor R(2). Conse­
quently, in a compactification scheme characterized by the 
manifold Md = M 4xK d-4, where K d- 4 is a compact space 
of constant curvature, the vanishing of ~ (2q) does not im­
ply the constancy of ~(2), the Ricci scalar on M4 • This 
feature for the example with p = q = 2 was exploited in Ref. 
21 for the case of nOn vanishing torsion, but this last property 
is not necessary for the former feature to persist. We shall 
return to this point again below. 

In the present work, we shall consider only those field 
configurations for which (2.2b) is satisfied with T;v = O. 
We set the torsion equal to zero in anticipation of our use of 
double-duality conditions. We shall see below that double­
duality conditions are not useful for solving (2.2) in the 
presence of torsion. 

As a consequence of setting the torsion equal to zero, the 
covariant divergence of (2.2a) vanishes: 

(1/e)DI'(eG~(2q») = 0, 

(Ve)DI' (e~) = 0, 

(2.6a) 

(2.6b) 

where we have recorded another useful consequence of van­
ishing torsion, in (2.6b). 

We now tum our attention to duality conditions which 
solve the Einstein equation (2.2a). 
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B. (Slngle-)self-duality 

Because in the study of the EH system in four (Euclid­
ean) dimensions (single- )self-duality28 of the Riemann cur­
vature plays an important role, we consider it also for the 
GEC gravity. Algebraically it plays the same role; for exam­
ple, in 4p dimensions we have 

R a,"'a2p - ( /2 ') R v,"'V2p 
.... '''2 - e 'P. e" ... " V'''1' a '''0 ,-1 ,... P r-I ,...,2p I 2p I 2p 

(2.7) 

as the self-duality condition. (Contravariant and covariant 
frame indices are not distinguished in this Euclidean space. ) 

Substitution of (2.7) into (2.2a) yields 

t!'1"'''1'4PD T "'D TO = 0 (28) 
1'. 1'>1'.,1', 1'4p _ 2 /l4p - ,/lop' • 

where T/lv.p = T;ve:. So for vanishing torsion, (2.8) isiden­
tically satisfied, and hence the self-duality condition (2.7) 
solves the Einstein equation (2.2a). 

In practice, however, (2.7) seems to be too strong a 
constraint on the spin connection, and no such solutions are 
known except in the EH case28 when p = q = 1. The reason 
for this may be that the EH case (p = 1) is distinguished 
over all others (p > 1) in that for p = 1 the self-duality of the 
spin connection 

W;b = (V2!)eabcdw~d (2.9) 

implies (2.7), and it is Eq. (2.9) that is actually solved.28 For 
p> I, we have not succeeded in finding any analog of (2.9) 
that implies (2.7). For this reason, we restrict ourselves to 
the (weaker) double-self-duality conditions in the rest of 
this paper. 

C. Double-self-duality 

( 1) p = q: In four dimensions, double-duality of the 
Riemann curvature 

R mn = (e/2,2)e Rpaersmn (2.10) /lV • /lVpa rs 

implies, in the absence of torsion, a field configuration satis­
fying the Einstein equations with a cosmological constant. 
This is easily seen by substituting (2.10) into the Einstein 
equation (2.2a), which in the notation of (2.4) results in the 
constraint 

G~(2) = - i~~(2). (2.11 ) 

By virtue of Eqs. (2.6), the covariant divergence of (2.11) 
then implies that the Ricci scalar ~(2) is a (cosmological) 
constant, as is well-known. 

Whenp = q> 1, that is, in 4pdimensions only, the dou­
ble-duality condition on the Riemann curvature reads 

R '::'.·.·.·.':'2P = (e/2p!2)e" .... ~ V"'1' 
r-I r-2p r-I r-~p 1 2p 

(2.12) 

Substituting (2.12) into (2.2a) and using the notation of 
(2.4) similarly yields the constraint 

G~(2p ) = - (l/4p )~~(2p ). (2.13) 

The covariant divergence of (2.13), again by virtue ofEqs. 
(2.6), implies the constancy of ~(2p ) = 71, say. This field 
configuration can be interpreted as the solution to the field 
equations of the system 

L = L(p,p) - !2p!2e7J, (2.14) 
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whereL(p,p ) is given by (2.1a) with q = p, and is a general­
ized cosmological constant. The Hp2 solution of Ref. 22 is a 
p = q = 2 example. 

We note here that 'TJ is not equal to ~ (2), the Ricci 
scalar as in EH gravity, but rather to ~(2p ). The latteris a 
function of ~(2), as well as the other components of the 
Riemann curvature R (2). In the simplest case, for p = 2, 
this is 

~(4) = ~(2)2 - 4R ~R~ + R ~~R~; = 'TJ. (2.15) 

Requiring in (2.15) the constancy of ~ ( 4) is different 
from requiring the constancy of ~ (2) ( = ~) in (2.15). 
Although the condition (2.15) is fulfilled with a nonzero 
constant Ricci scalar for double-dual solutions known to 
US,22 it is not inconceivable that there may be other solutions 
for which a vanishing Ricci scalar is consistent with (2.15) 
and its higher-order analogs (in higher dimensions). Such 
solutions, if they exist, could have very interesting applica­
tions to compactification. The difference from the previous 
scheme suggested in Ref. 21 is that here we are dealing with a 
torsion less connection. 

(2) q > p: In this case we can write down, in every even 
dimension, the double-duality relations 

R '::' ..... ~':'2P = (~)q-P(e/2q!2)E" ... ,~ V"'" 
,-, r-2p ,-1 r-~p I 2q 

(2.16) 

and their inverses. Clearly, K here is a constant with the di­
mensions of a length. 

The dynamical system pertaining to this nonlinear dual­
ity relation is the following combination of GEC systems: 

L OEC = TL(p,q) + (lIA)L(q,p), (2.17) 

where T, the constant coefficient, has the same dimensions as 
A, and the latter has dimensions of ! (q - p )th power of a 
length. 

In the absence of torsion, we have only one equation of 
motion, (2.2a), the Einstein equation, which we could ex­
press in termsofthetensor E~ = e-It~ asE~ = O. Wereex­
press this equation through 

E",.. = - 2p!2q![2qTG",.. (2q) + 2PA -IG",.. (2p)], 
(2.18) 

where the generalized Einstein tensors G",.. (2r) are defined 
by (2.4b)-(2.4d). 

For the double-self-dual field configuration satisfying 
(2.16), E",.. of (2.18) takes the following form: 

E",.. = [2q2plA. -I(~)q-PG",.. (2q) 

+ 2p2q!2T(~)P-qG",.. (2p )] 

+ e':n [2p!2A -1(~)q-P~(2q) 

+ 2q!2T(~)P-q~(2p )]. (2.19) 

The consistency of (2.18) and (2.19) requires that the 
expression in the square brackets in (2.18) be proportional 
to that in the first square brackets in (2.19). This can be 
achieved by identifying the coefficients of G",.. (2q) and 
G",.. (2p ), respectively. The resUlting identities can only be 
satisfied if 

2p!(~)q-p = 2q!TA. (2.20) 
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In this case, (2.19) reads 

E",.. = 2q!2pl([2qrG",.. (2q) + (2p/A)G",.. (2p )] 

+e':n[T~(2q) + (lIA)~(2p )]). (2.21) 

Equating (2.18) and (2.21) then yields 

[2qrG",.. (2q) + (2p/A)G",.. (2p )] 

+ ~e':n [T~(2q) + (lIA)~(2p )] = 0, (2.22) 

which is the equation analogous to (2.13) in the p = q case. 
Indeed, for p = q, (2.13) and (2.22) coincide as expected, 
provided due note is taken of (2.20). 

Again, because ofEqs. (2.6) we conclude from (2.22) 
that 

'TJ = T~(2q) + (l/A)~(2p) (2.23) 

is a (cosmological) constant, and that therefore the double­
self-dual field configuration (2.16) satisfies (2.22), the 
Euler-Lagrange equations of the following generalized Ein­
stein system (with cosmological constant): 

L = [TL(p,q) + (l/A)L(q,p )] - ~2p!2q!e1]. (2.24) 

This also coincides with (2.14) when p = q. The only quali­
tative difference between the p = q and p < q cases is the con­
straints obtained by contracting the Einstein equations 
(2.13) and (2.22) with e;;', respectively. In the former case 
this constraint is trivial, while in the latter it reads 

~(2p ) = TA~(2q). (2.25) 

As expected, (2.25) is precisely the constraint that follows 
from the total contraction of the double-self-duality relation 
(2.16). It follows from (2.25) and (2.23) that 

~(2p) = 'TJA, 

~(2q) ='TJh. 

(2.26a) 

(2.26b) 

When p = 1 and/or q = 1, Eqs. (2.26) imply that the 
Ricci scalar ~ (2) is constant. Otherwise, the qualitative 
remarks we made after (2.14) apply. 

III. GENERALIZED YANG-MILLS (GYM) 

In this section we will repeat our definition 1.2 of the 
GYM systems. We will (a) modify these definitions in a 
manner that suits our purposes in Sec. IV, namely, that of 
generalizing the Charap-Duff 27 construction to all even di­
mensions. In addition, we will (b) show that the stress ten­
sor of these GYM systems vanishes when the generalized 
self-duality relations (l.1a) hold. 

In the construction of the GYM systems in 2(q + p ) 
dimensions, the cornerstone is the duality relations (1.la), 

F(2p) = *F(2p ), 

F(2q) = *F(2q), 

(3.1a) 

(3.1b) 

where *F(2p ) is the Hodge dual of F(2q) given by (1.1b). 
The expression (3.1b) is simply the inverse relationship to 
(3.1a), to which it is equivalent. That (3.1) minimizes the 
action 

LOyM(p,q) 

= f dx e trk(2P )2 + (i~)2(q-p) ~: F(2q)2] 

(3.2) 
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is self-evident. The equations of motion are solved 1 explicitly 
by (3.1) and the Bianchi identities, and the action is then 
equal to the (p + q)th Chern-Pontryagin integral. 

This action is conformally invariant only when p = q, 
and hence instanton solutions2.s on R 4p occur only for this 
case. In all other cases q=l= p, instanton solutions exist only on 
curved backgrounds, e.g., on S2(p + q), CP(P + q), and 
HP(p + q)12 given in Ref. 17. 

It turns out that the generalization of the Charap--Duff 
mechanism, which is our most important aim here, is facili­
tated by considering a modification of the GYM systems. 
These are given immediately below. 

A. The modified GYM 

In (3.2) we have defined the 2p-form F( 2p ) as the to­
tally antisymmetrized product of p factors of the curvature 
two-form F( 2). Instanton solutions2.s of this system occur in 
R 4p

, when q = p and F( 2) takes its values in the spinor rep­
resentations of SOC 4p ). 

Our modification of the systems (3.2) pertains only to 
those cases when F(2) takes its values in the algebra of 
SO(2 (p + q»), and in particular in the 2P +q - 1 X 2P + q - 1 

spinor representations. The m~fication consists of the re­
placement of F(2r) in (3.2) by F(2r): 
A A 

F(2r) = FI',"'I'" 

= {[ (2r - 1 )(2r - 3}'" 3 ]2r!}-IF;:.·.·.~~~'~m .... m,,' 
(3.3a) 

(3.3b) 

(3.3c) 

In (3.3b) and (3.3c) the square brackets on the indices sig­
nify total antisymmetrization, and ~~~) in (3.3c) refers to 
the elements of the algebra of SO(2(p + q») in the spinor 
representations 

~~~)= -!((l±rd + I )12)[rm ,rn ], (3.4) 

where the r m (m = 1, ... ,2(p + q» are the 2p + q X2p
+q r 

matrices and r d + 1 is the chirality matrix in those dimen­
sions. Finally, the r;:: in (3.3b) relate to F(2) = Fl'v 
through Fl'v = F;:~~~) as usual. 

We characteriz~these modified GYM (modGYM) sys­
tems by the action LOYM (p,q) obtained from (3.2) by re-

A A 

placing F( 2p } and F( 2q) by F( 2p } and F( 2q} as given by 
(3.3 ): 
A 

LOYM (p,q) 

= J dx e tr[ F(2p )2 + (i~)2(q-p) ~~: F(2q)2]. 

(3.5) 

In spite of the close similarity between (3.2) and (3.5), 
the dynamics of the two systems are quite distinct. Indeed, 
(3.5) is not minimized by the duality constraint (3.1), but 
by 
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A A 

F(2p) = *F(2p ), 
A A 

F(2q) = *F(2q). 

(3.6a) 

(3.6b) 

The relationship between the GYM systems (3.2) and 
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the modGYM systems (3.5) can be m~e transparent by 
finding the relation between F(2r) and F(2r}. We can ex­
press F(2r} by 

F" ... " = {p"" ,F"_,, , ... ,p" ,,_ } ,-1 ,-2,. ,...1,....2 ,-_4 ,-Z,.-lr-:.tl' 

+ (r - 1) cycl. perms. on (Il). (3.7) 

The (r - I) cyclic permutations range over the indices 
[1l2" '1l2r],[1l4" '1l2r],"" and [1l2r-2" '1l2r], and the 
bracket29 {A I ,A2, ... ,Ar} denotes the sum of the r! different 
orderings of A I ,A2, ... ,Ar' 

With this same bracket notation,29 we can express 
~I""'I". in (3.3c) as 

~m "'m = {~m m '~m m '''''~m m} I 2,. I 2 J.. 2,- I 2,. 

+ (r - 1) cycl. perms. on (m), (3.8a) 

which can be rewritten as 

= {[(2r- 1)(2r- 3}"·3]}-Il'.m '''m + Xm ... m,., 
I 2, I ... ~, 

(3.8b) 

where X(r) = Xm''''m,. is a tensor spinor that has increas­
ingly complicated structure with increasing r. 

Remembering definition (3.3) and that Fl'v = F ;:~mn' 
we can put together (3.7) and (3.8b) to find the required 
relation 

F - FA + X (Fm,,,,,, .• ·Fm •• - tm., 
P.···I'2,. - P,"'1'2, m. o ··m2, P.P2 1'2,.-11'2,. 

+ (r- 1) cycl. perms. on (Il»). (3.9) 

From its definition in Eqs. (3.8), the computation of 
X(r} in terms of the invariant tensors c5::: , c5:::% , etc., the 
unit matrix, and the spin matrices ~m n , , ~m ~ n' n , etc., is 
completely straightforward for any gi~e'n r. Unf~rtunately, 
an expression for general r is not conveniently written, so it 
suffices here to give the r = 1,2,3 cases explicitly. For r = 1, 
which leads to the definition of the YM system, Xmn ( 1) = 0 
and (3.2) coincides with (3.5). For r = 2,3, on the other 
hand, we have 

X (2) - lJO:n,n, 1 m,m,n,n, = 2um,m, g, (3.lOa) 

and with increasing r, the X (r) become increasingly cumber­
some in this form. 

It is easy to verify that for the BPST field configurations 
( 1.2), for which the curvature Fl'v in 4r dimensions is pro­
portional to the 22r

-
1 X 22r - 1 SOC 4r~ spinor matrix ~I'V' 

(3.9) and (3.10) imply that F(2r} = F(2r}. Thus as far as 
the BPST solutions are concerned, our modification of the 
GYM system is of no consequence. Otherwise stated, the 
GYM fields on 4p-dimensional spheres are insensitive to the 
above modification of the dynamics. 

Similarly, for the axially symmetric GYM field configu­
rationss in eight dimensions, where Xg = l' has been singled 
out and the corresponding "radial" variable is then 
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r = [x~ + ... + x~ ] 1/2, it again turns out that F( 4) 

= £(4). 
This situation does not persist, however, and already for 

the axial symmetry characterized by T = ~x~ + x~ + xi 
and r = ~ xi + ... + x~ in eight dimensions, F( 4) =1=£( 4). 
Such field configurations have not been considered in Ref. 5, 
and we intend to examine them elsewhere. 

Concerning the properties of the modGYM systems un­
der compactification,7,8 it turns out that if the compactifica­
tion is made over a sphere sn, then the residual system ofthe 
modGYM reduces to the usual YMH system in the limit 
where the radius of compactification is very small, namely, 
at low energy. Thus even though it has different dynamics, it 
shares this physically important property with the GYM. 

It is easy to demonstrate this property for compactifica­
tion with spheres, but since we are not concerned in this 
paper with any solutions-compactifying or otherwise­
this qualitative remark shall suffice. We expect that these 
qualitative properties will persist when spheres are replaced 
by other coset spaces. 

Whether or not the dynamics of modGYM (3.5), as 
opposed to that of the GYM system (3.2), can lead to any 
physical consequences is not known. Here we have intro­
duced the modified GYM for our calculational convenience 
in Sec. IV, and since their relation to GYM is given so simply 
by (3.9), one can systematically translate our results of Sec. 
IV to the GYM case. 

B. The stress tensor 

The stress tensor EY.: appearing in the Einstein equation 
is the tensor-valued field of the interacting GEC-GYM sys­
tem, in addition to the tensor field E~ = e-1t~ [cf. Eq. 
(2.2a)] . 

Here we are interested in finding that EY.: vanishes when­
ever the duality equation (3.1) or (3.6) is satisfied, accord­
ing to whether gravity is interacting with a GYM or a modi­
fied GYM system, respectively. 

Since all subsequent manipulations are entirely inde-
'" pendent of whether we use F(2r) or F(2r), we shall restrict 

ourselves toF(2r) only, namely, the GYM system. Our con­
elusions remain true for the modGYM provided the duality 
relation (3.1) is replaced by (3.6). Using the metricinstead 
of the Vie/bein, the stress tensor for the system (3.2) is 

ell" = 4p [ tr F I'll," 'l-'2pF~""1l2P - (1I4p )gll" tr F! ... 'I-'2J 
+ (i~)2(q-P)(2p!/2ql)4q[ tr FI'Il2"'1l2.F~···I-'2· 

- (lI2q)gll" tr F!""1l2.]' (3.11) 

We note that ~ = 0 only when q = p, and then (3.2) is a 
conformally invariant system. 

By repeated use ofthe definition of the dual *F(2p ) of 
F( 2q) [given by (1.1 b)] and its inverse, the expression 
(3.11) for ell" can be recast into the form 
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ell" = 2p tr(FIl/l2"'l-'2pF"/l2"'l-'2p - *FIl/l2"'1l2P *F"I-'2"'I-'2) 

+ (i~)2(q- p) (2p!/2q!)2p tr(F _"'I-'2.F"/l2" '1l2. 

- *F"" "'n *F"" ... " ). r-r-2 r-2q ,...2 ,...2q 
(3.12) 
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This expression for ell" vanishes when the duality rela­
tions (3.1) are satisfied. As stated above, (3.12) holds also 
. '" '" wlthF(2p ) andF(2q) replaced by F(2p ) andF(2q), name-

ly, for the modGYM system. 

IV. SPIN-CONNECTION FIELDS 

Here we will use the results of the previous two sections 
to formulate the main result of this paper, namely, GYM 
"spin-connection" fields on GEC backgrounds. After that 
we summarize our results and give a brief discussion. 

We consider, in every dimension d = 2(p + q), the sys­
tems 

L = LoEe (p,q) + LOYM (p,q), ( 4.1) 

where L oEe (p,q) is given by (2.24), and LOYM (p,q) , given 
by (3.5), is the modGYM s~stem. Subsequently, we shall 
discuss the replacement of LOYM (p,q) by LOYM (p,q) of 
(3.2). 

In the absence of torsion there will be only one gravita­
tional field equation, the Einstein equation, 

(4.2) 

The modGYM field equation, on the other hand, is sat­
isfied ifthe duality relations (3.6) hold. For this (self-dual) 
modGYM field configuration, the stress tensor EY.: vanishes 
identically, as seen from (3.12). Therefore (4.2) reduces to 
the free Einstein equation of the GEC system (2.24), which 
we know is satisfied by a (Riemann) double-self-dual field 
configuration obeying the duality relation (2.16). 

There remains then to show that the double-duality re­
lation (2.16) implies the single-duality relation (3.6) when 
the following identification of the modGYM SO(2(p + q») 
connection All with the GEC spin connection {j):b is made: 

All = - !(j);nl:.mn , 

FIl" = -!R ;:l:.mn' 

(4.3a) 

(4.3b) 

In this case, the self-dual modGYM system with gauge 
connection given by (4.3), interacting with the double-self­
dual GEC system with spin connection (j);n, satisfies the 
Euler-Lagrange equations of the system (4.1). For 
p = q = 1, this is precisely the construction that Charap and 
Duff 27 exploited for the EH-YM system in four dimensions, 
which we generalize to all even dimensions d = 2(p + q). 
(It should be emphasized that this assertion, that Riemann 
double-self-duality implies guage single-self-duality, is not 
invertible. ) 

The proof of this assertion is immediate if the system 
interacting with gravity is the modGYM, as is the case here 
in ( 4.1). In fact this was the reason for introducing the mod­
GYM system in Sec. III A above. 

In this case, direct substitution of the double-duality re­
lation (2.16) into the defining expression for£(2p ) given by 
(3.3) and with F(2) given by (4.3b), and noticing that 
[ (2r - 1) (2n - 3) ... 3 ] rI = 2r1/2', simply yields the duali­
ty relation (3.6). 

When LOYM (p,q) in (4.1) is replaced by L OYM (p,q) of 
(3.2), the situation is more complicated. The above asser­
tion, that (Riemann) double-self-duality (2.16) implies 
GYM single-self-duality (3.1), has to be altered in this case. 

G. M. O'Brien and D. H. Tchrakian 1217 



                                                                                                                                    

For our purposes of constructing spin-connection gauge 
fields, it is necessary that the GYM duality condition (3.1) 
hold. This can be achieved by invoking a supplementary con­
dition on the Riemann 2p-form R(2p ), in addition to the 
double-duality condition (2.16). 

Repeating the above argument we gave in the modGYM 
case, we see from (3.9) that this supplementary condition is 

(X(p ),R(2p» = (X(q),*R(2p », ( 4.4a) 

(4.4b) 

*R(2 )n, ... n2• _ ( /2 ,)( . .2)P-q R V
'
···V2. :P u···" - e q." E" ···U V ···v n ···n , ,-1 r-2p r-I r-2p I 29 I 29 

(4.4c) 

or, equivalently, its inverse 

(X(q),R(:!q» = (X(p ),*R(2q». (4.5) 

The expressions X(p) and X(q) in (4.4) and (4.5), which 
are defined by (3.Sb), are 2P+Q-1X2p+q-1 matrices con­
structed from the elements of SO(2(q + p ») in the spinor 
representation. 

The supplementary duality condition (4.4) or (4.5) is 
satisfied for the usual metrics on the spheres, as we remarked 
in Sec. III when we discussed thestructureofX(r) in (3.10). 
We have checked that (4.4) is satisfied when p = q = 2, for 
the Hp2 solution of Ref. 22, and presumably this situation 
persists when p = q, for the Cp2p and Hpp metrics.30 In gen­
eral, however, the conditions (4.4) become increasingly se­
vere restrictions (with increasing p + q) on the otherwise 
double-self-dual GEC fields, and this may present some ob­
stacles in constructing spin-connection GYM fields, as op­
posed to the modGYM case. 

The main result of this paper is that SO(2 (p + q») spin­
connection gauge fields (4.3) in 2(p + q) dimensions are 
solutions to the modGYM system (3.5) by virtue of satisfy­
ing the modGYM self-duality constraint (3.6), provided 
that the GEC system (2.24) interacting with it satisfies the 
double-duality constraint (2.16). An example of such a field 
configuration is the Hp2 solution22 for p = q = 2, which is a 
member of the hierarchy Hpp for allp = q. 

The main reason for having introduced the modGYM 
system in Sec. III was that the above construction can be 
carried out in exactly the same way for all (p,q), generalizing 
the p = q = 1 Einstein-Yang-Mills case considered by 
Charap and Duff.27 With gauge group SO(2(p + q»), for 
which they are defined, these modGYM systems are closely 
related to the GYM systems (3.2), as seen from (3.9). Nev­
ertheless, the dynamics of these two systems given by (3.5) 
and (3.2), respectively, are quite different I and it is conceiv­
able that for physical reasons one or the other of them may 
be preferred. 

The same construction can still be carried out for spin­
connection GYM fields on the GEC background (2.24), 
provided, however, that the background GEC field configu­
ration satisfies an additional duality condition (4.4). These 
conditions become increasingly strong constraints in higher 
dimensions, when the gauge group is also larger. Neverthe­
less, in the example22 for the Hp2 (p = q = 2) spin connec­
tion, this additional constraint is satisfied. We do not know 
whether (4.4) would present an insurmountable obstacle in 
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any given case of interest, but this seems unlikely. 
Concerning the inhomogeneous double-duality condi­

tions (2.16) when q > p, the only solutions we know are the 
connections on the spheres S2(p + Q). On the other hand, sev­
eral interesting solutions to some of the associated inhomo­
geneous GYM duality equations, especially those with 
p = 1, q> 1, were found by Bais and Batenburg. 14 On the 
whole, therefore, we can expect that the constructions we 
propose are not without some interesting examples. 

How useful these would prove to be for compactifica­
tion solutions is an interesting question that we intend to 
pursue. Such solutions of (2.16) may be of particular inter­
est if we remember that the cosmological constant 11, cf. Eq. 
(2.23), does not necessarily imply a constant curvature 
space in this case. This last statement is true even for vanish­
ing torsion, while in the presence of torsion this problem was 
studied in some detail elsewhere.21 

Our motivation for seeking these spin-connection fields 
was that of establishing a relationship between the relevant 
gravitational and gauge field systems in higher dimensions. 
In the usual KK context, the higher-dimensional system 
consists of pure gravity, and the YM field appears in the 
residual system after dimensional reduction. Here, having 
found (see Appendix) that the GYM systems cannot appear 
in the dimensional reduction of gravity with a KK Ansatz, 
we have explored the present relationship between the GEC 
and GYM systems. As opposed to when a KK Ansatz is 
used, here the GEC and GYM systems are treated on the 
same footing, except that the gravitational double-duality 
constraint still plays a more fundamental role than the GYM 
single duality. 

In the process, we have put the GYM systems into con­
text, in the background of other work1S,17,18 done in the ex­
tension of the YM model to higher dimensions. 

ACKNOWLEDGMENTS 

We are deeply indepted to A. Chakrabarti for his in­
volvement in this work, at all its stages. One of us (D. H. 
Tch.) thanks R. Coquereaux and B. P. Dolan for interesting 
discussions. 

APPENDIX: KALUZA-KLEIN REDUCTION OF A GEC 
SYSTEM 

Here we compute the residual GEC system of 
L GEC (p,q) with q = 2, using a KK Ansatz. Since we will 
need all the components of the Riemann tensor, we find it 
useful to employ the KK reduction formulas ofJensen.31 We 
denote the independent components of the higher-dimen­
sional Riemann tensor R MNRS = (Rllvpu , R llvpa ' R ilvab ' 
Rllavb ' R abllc ' R abcd ), with Il,V, ... labeling the coordinates of 
the residual dimensions, and a,b, ... labeling the compactified 
dimensions. These are given by 

Rl'vpu = Rllvpu - 2(F~vF~u + F~pF':",. - F~pF~u)' 
(Ala) 

Rilvab = F~(IlFtlp - C~bF~v' (Alb) 

R llavb = - F~F!v + !F~vC~b' 
R llvpa = - DpF~v' 

R abllc = 0, 

G. M. O'Brien and D. H. Tchrakian 
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Rabed = lCb.,C~d' (Alf) 

In (AI), the F;v are the YM curvatures in the algebra 
whose elements are labeled by the index a, Dp is the covar­
iant derivative with respect to the connection A ; of this cur­
vature, and the C ~b are the structure constants of the Lie 
group with respect to which the isometries are imposed on 
the higher-dimensional metric gMN' 

Substituting (Ala)-(Alf) into the GEC system (2.la) 
with q = 2, we find the following residual system: 

L = (R 2 _ 4R R pv + R R pVPU) pv pvpu 

+ ~(CbcC~b + C:fC~e - 4C~dC~C:fC{e 

+ Cb.,C~dC:fC{d) + 2R( -1CbcC~b - F;vF;v) 

+ 16RpvF;pF~p - ~C~dC~F;vF;v 

- (2C~dC~ - 3C~dC~d )F;vF!v 

+ 4(DpF;vDpF;v - 2DvF;vDpF;p) 

+ 12F~F!vF~p C~b 
+ [(F;vF ;v)2 - 8(F;pF~p)2 + 2 (F;vF;u )2 

+ 2F;vF;UF~Feu]. (A2) 

The first term in (A2) is recognized as L GEC (p,2), and if the 
dimensionality of the residual system is four, i.e., ifp = 0, it 
becomes a pure divergence. The second term is a (cosmolo­
gical) constant. The fifth and sixth terms give rise to the YM 
system, while the seventh term would lead to a conformally 
noninvariant YM field system. 

The most interesting for us are the eighth and ninth 
terms. The former is precisely the first member ofthe hierar­
chy of systems proposed by Sac;lioglu, 17 namely, the one that 
has a BPST instanton in six dimensions. The latter is that one 
which has the same dimensions (of length) as the F(4)2 
GYM system. But even for the simplest gauge group SU (2), 
this term is not equal to the p = 2 GYM system. 
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Our conclusion is that a KK Ansatz relates the GEC and 
GYM systems only for p=q= 1, namely, for the Einstein­
YM systems only. 
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As a model for diffusion in a nonhomogeneous medium, Landauer [Phys. Lett. A 68, 15 
( 1978) ] proposed a pipe filled with a Knudsen gas. The wall temperature varies along the 
pipe, and the gas molecules, on colliding with the wall, assume its temperature. Here, by 
explicit calculation, in the limit of small diameter, an equation is derived for the flow of the gas 
through the pipe. The derivation is possible because the transverse motion of the gas particles 
rapidly establishes thermal equilibrium. It can therefore be eliminated using the method of 
eliminating fast variables. The surviving equation for the slow longitudinal flow has the form 
of a diffusion equation with nonconstant coefficients. 

I. INTRODUCTION 

The diffusion of a particle in a homogeneous medium at 
constant temperature, in the presence of an external poten­
tial VCr), is described by 

aP(r,t) =V.[(jlVV)P+DVP]. (1) 
at 

P is the probability density of the particle; the probability 
flux is minus the quantity in brackets. The mobility jl and 
diffusion constant D are properties of the medium and its 
temperature. Throughout we only consider classical parti­
cles whose equilibrium distribution is exp[ - V IkT]. In or­
der that this be a solution of (1), one must have 

D=jlkT. (2) 

Now suppose that the medium is not homogeneous and 
the temperature is not constant in space, so that jl(r) and 
D(r) are functions ofr. The question of the proper general­
ization of (1) has been the subject of some debate. 1-6 It is 
clear that (1) as it stands cannot be valid for nonhomogen­
eous T; for, if V = 0, the stationary solution of (1) is 
P = const, which is at variance with the known phenomenon 
of thermal diffusion. For this reason some authors proposed 

a,P = V·[ (jlVV)P + V DP]. (3) 

Note that this may also be written 

a,P = V·[ (jlVV + VD)P + DVP], (4) 

which shows that the difference with ( 1 ) consists of an addi­
tion to the drift term. 

In order to investigate this question, a number of special 
models have been studied. 1-3,6-9 The purpose of the present 
article is to work out a model proposed by Landauer. 1O It 
consists of a particle, or a Knudsen gas, in a thin pipe of 
constant cross section but whose wall temperature varies 
along the pipe. On colliding with the wall, the particles as­
sume the local temperature. This is a well-defined model 
system and the question is how the particle density in the 
pipe evolves with time. For a constant but infinitely small 
pipe diameter the model is one dimensional, and only the 
temperature is not homogeneous. It turns out that the den­
sity P(x,t) obeys the diffusion equation 

ap(x,t) =..!..... [jl(X) dV P(x,t) + ..!.....D(X)P(X)]. (5) 
at ax dx ax 

This equation has the form of (3). However, jl and D, 
apart from being related by (2), have explicit values. In par­
ticular, jl ec T- 1/2 and Dec T1/2. The stationary solution of 
( 5) is therefore 

P S( ) _ const [ LX V'(x') d ,] x ----exp - --- x . 
~T(x) 0 kT(x') 

(6) 

The exponential has some interesting consequences.6 ,7,II,12 

The prefactor T -112 can be explained by the fact that in the 
high temperature regions the particle moves faster, the mean 
velocity being proportional to T I 12.

6 A further discussion of 
this and other results will appear elsewhere. 13 Here the em­
phasis is on the mathematical formulation of the problem 
and its solution by means of singular perturbation theory. 

II. SPECIFICATION OF THE MODEL 

Our system consists of a straight pipe of circular cross 
section with inner diameter 2E. The axis serves as x axis and 
the wall is maintained at a temperature T(x). The pipe is 
filled with a Knudsen gas of particles with coordinates 
(x,y,z), velocity components (u,v,w), and unit mass. They 
are subject to an external force with potential V(x), so that 
their distribution in phase space obeys 

af(x,y,z;u,v,w;t) 

at 

= _ u af _ v aj _ w af + V'(x) af . (7) 
ax ay az au 

This equation holds for r + r < c. As a boundary condi­
tion we assume that a particle, on hitting the inner wall of the 
pipe, is instantaneously reemitted with a random velocity, 
whose probability distribution is (the outgoing half of) the 
Maxwellian corresponding to the local T( x). Clearly, this 
has the effect that, in the limit E-'O, the gas itself has the 
temperature T(x). In the next order of E there will be a 
deviation from this thermal equilibrium, which makes it pos­
sible for particles to drift along the pipe. Our aim is to derive 
an equation for this drift. 

It is convenient to start by formulating the above bound­
ary condition for the case of a half-space z> 0, with a flat 
wall at z = O. At the wall, the velocity distribution of the 
emerging particles, w> 0, is 

f(x,y,O;u,v,w> 0) = A exp [ -! (J( u2 + v2 + w2
) ], 
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wherep(x) = l/kT(x). The factor A is determined by the 
requirement that the emerging flux must be equal to the inci­
dent flux: 

L
co w' dw' Jco du' dv' f(x,y,O;u',v',w' > 0) 

° -co 
= J: co \w'\dw' J: co du' dv' f(x,y,O;u',v',w' <0). 

Hence the boundary condition reads explicitly 

f(x,y,O;u,v,w> 0) 

= (P 2/21T")exp[ - !P( u2 + v2 + w2)] 

X J:co\W'\dW' Lcoco du' dv' 

xf(x,y,O;u',v',w' <0). (8) 

It expresses the fat positive values of the normal velocity in 
terms of f at negative values of the normal velocity. Of 
course, it conserves the total probability: using (7) and par­
tial integration, one has (still for the flat geometry) 

- dz dx dy du dv dwf(x,y,z;u,v,w;t) d Lco Jco Jco 
dt ° - co - co 

= Lcoco dx dy Lco co du dv [lCO w dw f(x,y,O;u,v,w > O;t) 

- J: co \W\dWf(x,y,o;u,v,w<O;t)]. 

which vanishes on account of (8) . 
Next we adapt our equations to the geometry of the pipe 

by introducing the cylindrical coordinates 

y = r cos fJ, z = r sin fJ, 

and the velocity components in the directions rand fJ, 

p = v cos fJ + w sin fJ, rq = - v sin fJ + w cos fJ. 

The new probability density is 

F(x,r,fJ;u,p,q;t) = rj(x,y,z;u,v,w;t). (9) 

It obeys the transformed equation 

aF = _ u aF _ p aF _ q aF _ ri aF 
at ax ar afJ ap 

+ 2!!..~qF + V'(x) aF. 
r aq au 

This holds for O<r< E; the boundary condition is 

F(X,E,fJ;u,p < O,q) 

= (EP 2/21T) exp[ - !P( u2 + p2 + ~i)] 

(10) 

X Lcoco du'dq' lco p' dp' F(X,E,fJ;U',p'>O,q'). (11) 

Moreover, at r = 0, one has F = 0 according to (9), or more 
precisely, 

r F dr < 00. 

Jo r 
(12) 

The small parameter E does not appear in the equation 
but in the geometry of the boundary. We therefore rescale: 

r=Ep, q=E-IK. 

As our problem is obviously symmetrical about the axis of 
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the pipe, we save writing by omitting the variable fJ. Then 
( 10) takes the form 

aF(x,p;U,p,K;t) _ [J.. CP CP ] F. 
a - ..z0+..z1 , 

t E 
( 13) 

with two linear operators 

.Yo= -p~ -p~~ +2L~K, 
ap ap paK 

.Y1 = -u~ + V'(x)~. 
aK au 

This holds for O<p < 1; the boundary condition (11) be-
comes 

F(x,l;u,p <O,K) 

= (P 2/21T) exp[ _ !P( u2 + p2 + ~)] 

X Lcoco du' dK' lco p' dp' F(x,l;u',p'>O,K'), (14) 

and does not involve E. The linear space off unctions F obey­
ing (14) and (12) will be denoted by.IF. 

Equation (13) expresses the rate of change of F as the 
sum of a large term and a term of order unity. The fast 
change is generated by the operator E- 1 .Y 0' which acts on 
the transverse coordinate p and the transverse velocities p, K. 

As a result, the transverse motion of the particles rapidly 
reaches thermal equilibrium with the wall temperature, 
namely, in a time of order E. The operator .Y 1 constitutes a 
correction, which causes a slow longitudinal drift on the 
time scale of order EO. In order to obtain an equation for this 
drift, we have to eliminate the rapid motion according to the 
method of eliminating fast variables. 14.15 

III. CONSTRUCTION OF A PROJECTION OPERATOR 

For the purpose of eliminating the fast motion, it is nec­
essary to construct a projection operator fjJ in the space F 
with the property 

fjJ'yo = 0, (15) 

and preferably also 

'yofjJ = o. (16) 

We start with the latter condition (although it is not the 
essential one, but it is easier to handle). It states that fjJ must 
project .IF onto the right null space of .Yo. The null space 
consists of the functions ~E.IF obeying 

.Yo~= -p a~ _p~ a~ +2L~~=0. (17) 
ap ap paK 

The general solution of this equation is 

~(X,p;U,p,K) =p20(X,U,p2K,(p2 +p2~)/2), (18) 

where 0 is an arbitrary function of its four arguments. Sub­
stitution in (14) yields, on setting! (p2 + ~) = S, 

O(X,U,K,S) = (P2/21T) exp ( - !pu2 - Ps ) 

xJco du'dK' (CO dS' O(X;U',K',S'). 
- co J""/2 

It follows that 0 must have the form 

O(X,U,K,S) = w(x)exp( - !pu2 - PS), 
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with arbitrary function w of x alone. Hence the right null 
space of !t' 0 consists of all functions of the form 

tI>(x,p;U,p,K) = p2w(x)exp [ - ~ f3( u2 + p2 + p2~)]. 
If one selects successively for w(x) the members of a com­
plete orthonormal set Wk (x) [for instance, Wk (x) = eikx 

/ 

.,ff.ii], one obtains an orthogonal frame that spans the right 
null space. 

In order to obey ( 15) we determine the left null space of 
!t' 0' that is, all functions W(x,p;U,p,K) that have the proper­
ty that 

LX> 00 dx f dp du dp dK W!t' 0 F 

vanishes for any FelF. By partial integration one obtains 

p a'I' + p~ a'I' _ 2 pK a'I' = 0, 
ap ap paK 

(19) 

together with the requirement that, for all FelF, 

Loo 00 dx du dp dKp[W(x,l;u,p,K)F(x,l;u,p,K) 

- W(x,O;u,p,K)F(x,O;U,p,K)] = 0. 

The second line of this last equation vanishes if we impose on 
W the condition that it is finite at r = ° [see (12)]. 

The remaining first line may be written, using (14), 

LOOoo dxdudK [iOO 
pdpW(x,l;u,p>O,K)F(x,l;u,p>O,K) 

f32 fO - - IPldp W(x,l;u,p<O,K) 
2rr - 00 

Xexp [- !f3( u2 + p2 + ~)] 

xLOOoo du' dK' Loo p' dp' F(x,l;u',p' > O,K') ]. 

This vanishes for any choice of F(x,l;u',p' >O,K') if we im­
pose on W the boundary condition 

W (x, 1 ;u,p > O,K) 

=~fOO dU'dK'f
O 

1P'ldp' 
2rr - 00 - 00 

Xexp[ - !f3( U,2 + p,2 + K'2)]W(x,l;u',p' <O,K'). 
(20) 

The functions obeying this condition constitute a dual func­
tion space F+ . 

The general solution of (19) is 

W(x,p;U,p,K) = n(x,u,p2K,!(p2 +p2~»), 

where n is again an arbitrary function of four arguments. 
Substitution in (20) shows that n cannot depend on any­
thing except x, so that the left null space is made up of all 
functions w(x). It is again convenient to select a complete 
orthonormalsetwr(x), namely, the conjugates ofthewk (x) 
that spanned the right null space. 

The projection operator fjJ can now be constructed 15 
simply by setting 
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fjJ (x,p;u,p,Klx' ,p;u' ,p' ,K') 

= 2 (~y/2 p2 exp[ _ !f3( u2 + p2 + p2~)] 

_ (f3 )3/2 2 -2 - P 
2rr 

Xexp[- !f3(U2+p2+p2~)]8(x_x'). 

It manifestly obeys ( 15) and ( 16) . Its action on any FeF is to 
integrate out the variables p,U,p,K: 

fjJ F(x,p;U,p,K) 

= 2 (~r/2 p2 exp[ - !f3( u2 + p2 + p2K2)]P(X), 

where 

P(x) = f dp' f:oo du' dp' dK' F(x',p';U',p',K') (21) 

is the density distribution along the pipe, for which we seek 
an equation. 

IV. ELIMINATION OF THE FAST MOTION 

On applying fjJ to (13) one obtains 

at fjJ F = fjJ !t'(l) fjJ F + fjJ L (I)!!2 F, 

where!!2 = 1 - fjJ. This shows that fjJ Fvaries on the slow 
time scale, but it is not a closed equation. The general the­
oryl5 does lead to a closed equation for fjJ Fin the form of an 
(asymptotic) expansion in E: 

at fjJ F = fjJ!t' I fjJ F - E fjJ !t' 1!!2 !t' 0- 1!!2 !t' 1 fjJ F 

+ d(c). (22) 

All we have to do is to work out the operators. 
It is readily seen that fjJ!t' 1 fjJ = 0. The next term in 

(22), after canceling out a common factor, gives 

ap(x,t) LI d foo d d d -~.o..-=-E p u'P K 
at 0 - 00 

X !t' 1 !!2 !t' 0- 1!!2 !t' 1 fjJ F. 

The two factors !!2 take away the null vectors of !t' 0 and 
thereby guarantee that !t' 0- 1 exists and is unique. In the 
present context they may be omitted because we know that 
!!2 !t'(1) fjJ = !t'(l) fjJ and fjJ !t'(1)!!2 = fjJ !t'(1). On substitut-
ing !t'l one obtains 

ap(x,t) a fOO d ddt d CR-l 
-a':""t-'--'- = E -ax- _ 00 u u 'P K Jo p..z 0 

X -u- + V'(x)- 2 _ p2 ( a a) (f3 )3/2 
ax au 2rr 

Xexp[- !f3(U2+p2+p2~)]P(X,t). (23) 

Evidently the right-hand side contains a first and a sec­
ond derivative of P(x,t) with respect to x, and has therefore 
the form of a diffusion equation. First consider the term in­
volving V'(x): 
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I = ~ [2€ (L)3/2 (-P) foo u du dpdK t dp 
ax 21T - 00 Jo 
X2"0-lp2uexp( _ ~ P(U2+p2+p2~»)] 

x V'(x)P(x,t). (24) 

Clearly, the expression in brackets is the mobility f-l, which 
depends on x through the temperature P(x). 

In order to evaluate the integral we have to find 

G(x,p;U,p,K) 

=2"0-Ip2uexp[ _!P(U2+p2+p2~)]. (25) 

That is, we have to solve G from 

2"oG= _p aG _p~ aG +2.l!....~KG 
ap ap paK 

= p2u exp[ _ !P( u2 + p2 + p2~)] . (26) 

The general solution is found to be 

G = p2u exp [ _ ! P( u2 + p2 + p2~) ] 

X [p2 ~ ';~ + n ( X,U,p2K, p2 + :2~)] , 
where n is again an arbitrary function. In order that G lie in 
F, it must obey (14), which tells us that 

2- P2 +n(x,u'K,p2+~)= cu(x) (p<O), (27) 
p +~ 2 u 
where cu (x) stands for 

cu(x) = ~ foo du'dK' foo p' dp' G(x,l;u',p',K'), 
21T - 00 Jo 

and may be any function of x. 
The function n of its arguments x, u, 1'/,5 is determined 

by (27): 

cu(x) p 
n(X,U,1'/,5) =-- + ~ 

u P +/\ 
cu(x) .j25 -1'/2 

= -- - ~'=:""'-----'--

Hence (25) becomes 

G(x,p;U,p,K) 

u 25 

=p2 exp [ _ !P(U2+p2+p2~)] 

X [ - pup + cu (x) _ U .jrpz..--+-:--p..-y....----_-pAy....".] . 
p2 + p2~ p2 + p2~ 

(28) 

From this we need only the part that survives after applying 
!!2 = 1 - f!Jl, which amounts to omitting cu (x). 

On substituting this result in (24) one obtains 

a 1= -f-l(x) V'(x)P(X,t), ax 
f-l(X) = - 2€L foo dp d/\ t p2 dp 

21T - 00 Jo 
xexp[ _ !P(p2 +p2~)] 

[ 
pp .jp2 + pY _ PY ] X - - ....;.::...--'--::'----:-..,.<--

p2+p2~ p2+p2~ . 
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The first term in the brackets gives zero contribution, and 
the second one can be evaluated by using the polar coordi­
nates p = s cos rp, pK = s sin rp: 

€P fOO roo ( 1 ) (2'" 
f.t = ---;- Jo pdp Jo exp -"2 pr s ds Jo drp 

X .j 1 - pZ sin
z rp =.!. € fI.. 

s 3 -V 21T 
Thus we have found 

I =~~PI/2 V'(x)P(x,t). 
3.,ff.ii ax 

V. THE DIFFUSION EQUATION 

(29) 

(30) 

Having computed the term of (23) that involves V' (x), 
we now tum to the remaining one. It may be written as the 
sum of two contributions, viz., 

a foo II II = - 2€ - u du dp dK dp 2"0- I 

ax - 00 0 

xp2uexp[ _ !P(U2+p2+p2~)] 

X-- P a (P )3/2 
ax 21T ' 

a foo II III = - 2€ - u du dp dK dp 2"0- 1 

ax - 00 0 

X [ ! p2u exp( _ ~ P( u2 + p2 + p2~»)] 

( 
P )1/2 

X - P. 
21T 

The integral in II is the same as in (24), so that without 
further calculation we find 

II = ~f.tP -5/2 ~P3/2P 
ax ax 

=~~p-2 ~P3/2P. 
3,fiii ax ax 

To evaluate III we need to solve H from 

a 2" oR = _p2u exp[ _ !P( u2 + p2 +p2~)] . 
ax 

(31) 

(32) 

A special solution can be obtained directly by applying a/ax 
to the special solution (28) of (26): 

1 2 pp + .jp2 + PZKZ - pY 
H = - p !....!--'---'~----'--:-::--''---

2 p2 +p2~ 

X dP u(u2 + p2 + p2~) 
dx 

xexp[ - !P(U2+p2+p2~)]. 

It obeys the boundary condition (14) and also f!Jl H = O. 
Hence this is the solution of (32) we need, so that 

a fOO i l 
[ P ]3/2 III = - 2€ - u du dp dK dp H - P 

ax - 00 0 21T 

a [P ]3/2 dP 11 500 

= -€- - P- p2dp dpdK ax 21T dx 0 - 00 
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Collecting the results (30), (31), and (33), one has fin­
ally 

ap 8E a 
-=---at 3fiii ax 

X [/3112 V'P- l../3-3/2 d/3 P +/3-1/2 ap] 
2 dx ax 

=~~ [T- 1
/
2V'P + ~kTI/2p]. 

3fiii ax ax 
(34) 

This result may also be written in the form 

ap a [, a ] -=- Ji'v P + -J.LkTP . at ax ax (35) 

Thus we have derived (5) together with (2). 
The fact that P does indeed obey a diffusion equation is 

by no means self-evident. Not only is it confined to the first 
order of E, but also it ceases to be true if one takes, instead of 
the three-dimensional pipe, a two-dimensional strip. The 
physical reason is that in two dimensions there are too many 
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particles moving almost parallel with the walls; they trans­
port mass over a large distance between two randomizing 
collisions with the wall. Mathematically this shows up as a 
divergence of the integrals at small transverse velocities. 
Specifically, in (29) the factor s in the numerator is absent. 
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For a relativistic irreducible quantum field theory (QFf) in which the bosons and fermions 
fulfill the canonical commutation relation (CCR) and the canonical anticommutation relation 
(CAR), respectively, it is shown that in n> 3 space dimensions Bose and Fermi fields fulfill 
free field equations. Furthermore, interactions that might be compatible with CCR and CAR 
in lower space dimensions are characterized. The possible candidates are interactions of type 
Q2(f/!,f/!t)tP + P4(tP) in n = 3, Q2(f/!,f/!t)P2(tP) + P6 (tP) in n = 2, and Q4(f/!,f/!t)F(tP) in n = 1 
space dimensions, where Qm and Pm are polynomials of degree up to m. 

I. INTRODUCTION 
Powers 1 has shown that a relativistic irreducible Fermi 

field fulfilling the canonical anticommutation relation 
(CAR) is a free field in n> I space dimensions. We have 
supplemented his result by showing that for n = I the inter­
action can be at most of quartic type.2 Based on estimates 
given by Herbse we have demonstrated in Ref. 4 that a rela­
tivistic irreducible scalar Bose field fulfilling the canonical 
commutation relation (CCR) is necessarily a free field in 
n > 3 space dimensions. In lower space dimensions we got 
restrictions on the type ofinteraction that looks formally like 
a P4 (tP) interaction for n = 3 [resp. a P6 (tP) interaction for 
n = 2 space dimensions] . 

In this paper we consider a canonical Wightman field 
theory describing a scalar Bose field and Fermi fields. We 
show that in n > 3 space dimensions bosons and fermions 
fulfill free field equations. In lower space dimensions we get 
restrictions that look formally like an interaction of type 
Q2(f/!,f/!t)tP + P4(tP) for n = 3, Q2(f/!,f/!t)P2(tP) + P6 (tP) for 
n = 2, and Q4(f/!,f/!t)F(tP) for n = 1 space dimensions. Here 
Qm and Pm denote polynomials of degree up to m. In the 
language of standard perturbation theory this result can be 
stated as follows: All nonrenormalizable interactions can 
never fulfill CCR [resp. CAR]. 

On the other hand constructive quantum field theory 
has dealt successfully with all super-renormalizable models, 
e.g., :P(tP):1+I' :tp#:I+I' :tP

4
:2+1' and :~:2+1' 

For the remaining class of renormalizable interactions 

l~e, e.g., : (fPr,.. f/!)(firrPf/!):I+ I' :tP6 :2+I' :tP4
:J+I' or 

:f/!#:J+ I' we cannot exclude the possibility of canonical 
commutation relations but at least we get bounds for the 
coupling constants if we keep track of all the constants ap­
pearing in our estimates. 

The main trick for proving the above result is to decou­
ple the estimates for mixed commutators in such a way that 
we can use the estimates for the pure CAR and the pure CCR 
cases. This will be done in Sec. III of this paper. Based on 
these estimates we shall state and prove our main result in 
Sec. IV. In Sec. II we formulate our assumptions. 

II. ASSUMPTIONS 

A. Relativistic quantum field theory 

Throughout this paper we make the usual assumptions 
for a Wightman field theory in n + 1 space-time dimensions 

supplemented by the requirement that sharp time fields ex­
ist. 

The f/!k (t,x), k = 1, ... ,m, together with their adjoints 
f/!1 (t,x) describe an m-component Fermi field and tP(t,x) 
describes a neutral, scalar Bose field. Here H. denotes the 
Hamiltonian (generator of time translations). Because the 
estimates for the CCR case are based on Araki's formula 
(see Ref. 3) 

(ei.p(I·f>f!,Hei.p(I.g)f!) = !( j,g) (ei.p(I,f)f!,ei.p(t.g)f!) 

we make the following assumption. 
Consider the subspace K B ~ K generated by the linear 

span of the vectors 

{f!,tP(F1)f!, ... ,tP(Fk )·· ·tP(F1)f!, ... iFkE.Y(Rn+ I), keN}. 

We assume that the linear span ofthe vectors 

{f!,tP(O,J1 )f!, .. ·,tP(O,Jk) 

X·· ·tP(O,JI)f!, ... lfkeY(Rn), keN} 

is a dense set in K B and determines the Hamiltonian H 
restricted to KB uniquely. 

With 17'( t,x) we denote the canonical momentum asso­
ciated with tP(t,x). For convenience let us agree to the fol­
lowing convention: If we write down a field operator without 
an explicit time argument, we mean always the field operator 
at time zero, i.e., tP( f) ==tP(O,J), feY(Rn), 
17'( f) == 17'( O,J) and so on. 

B. Commutation relations 

The Fermi fields f/!k (t,J) and f/!k (t,J)\jEY(Rn), are 
bounded operators and fulfill the canonical anticommuta­
tion relations (CAR): 

{f/!k (t,J),f/!1 (t,g)} = 0 = {f/!k (t,J) \f/!I (t,g) t}, (2.1) 

{f/!dt,J)t,f/!I(t,g)} = 8kl r (fg)(x)dnx. (2.2) 
JRn 

To control the unboundedness of the Bose fields tP (t,J ) 
and 1T(t,J),JeY(Rn), we adopt Frohlich's formulation of 
CCR (see Ref. 5). 

Definition 2.1: We sayan operator C fulfills a form 
bound relative to H + 1 if its real part Re C = ~ ( C + C t) 
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and its imaginary part 1m C = (1I2i) ( C - C t) fulfill on 

the domain Q(H) the form bounds 

±ReC<r+(H+ 1) and ±lmC<r_(H+ 1), 
(2.3) 

where r + and r _ are positive real numbers depending on C. 
Now we can formulate canonical commutation rela­

tions (CCR) as follows. 
For alljandgeY (Rn) the operators ~(t,f) and 1T(t,g) 

fulfill form bounds relative to H + 1 and have furthermore 

[~(t,f),~(t,g)] =0= [1T(t,j),1T(t,g)], (2.4) 

[~(t,f),1T(t,g)] = i1 (jg)(x)dnx, (2.5) 
R" 

weakly on D(H) XD(H). 
In addition to CAR and CCR we assume for the mixed 

commutators 

and 

(1T(t,g),t{lk (t,h)] = 0 = [1T(t,g),t{lk (t,h)t] 

for allJ,g,hEY(Rn) and k = 1, ... ,m. 

C. Irreducibility 

(2.6) 

(2.7) 

Normally irreducibility is formulated as follows: A 
bounded operator B that commutes with ej.p(o,J) and ej1T

(O,g) 

for allJ,geYreal (Rn) and also with t{I(O,h) and t{I(O,h)t for 
all hEY(Rn) is a Cnumber, i.e., B = (O,BO). 

This formulation is not very practical for our purposes 
and therefore we shall use Frohlich's commutator theoremS 
to cast irreducibility in the following sufficient form. 

Proposition 2.2: Assume the operator C fulfills (a) a 
formboundrelativetoH+ 1; (b) CandCtcommutewith 
the time zero fields, i.e., 

[C,~(j)] =0= [ct,~(j)], 

[C,1T(g)] = 0 = [C t,1T(g) ], 

[C,t{I(h)] =0= [Ct,t{I(h)]. 

[C,t{I(h)t] =0= [Ct,t{I(h)t]; 

then Cis a Cnumber, i.e., C = (O,CO). 

(2.8) 

Proof: This is just an application of Frohlich's commuta­
tor theorem (see Ref. 5) combined with "usual" irreducibil­
ity as formulated above. 

Remark 2.3: If C contains an odd number of Fermi 
fields and therefore anticommutes with t{I then C = 0 (see 
Ref. 1). 

D. Existence of '" and ,j, 
We assume that for g,hEY(Rn) the operators ir(t,g), 

ip(t,h), and ip(t,h) t exist and fulfill form bounds relative to 
H+1. 

Remark 2.3: We think that with a little bit more effort 
one could weaken this assumption considerably. Powers, I 
for example, assumed only that ip(t,h)#O and 
ip(t,h)#t{I(t,h ')#0 exist for all h,h 'EY(Rn) [t{I(t,h)# de­
notes either t{I(t,h) or t{I(t,h) tl]. We think that similar as­
sumptions are sufficient in the case of Bose fields, too. But 
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such weaker assumptions would complicate many proofs 
considerably. 

E. Technical assumptions 

Because our proof relies heavily on irreducibility we 
need form bounds relative to H + 1 for certain mUltiple 
commutators like, e.g., 

[1T(gl) ,ir(go) ] ,[1T(g2) [1T(gl) ,ir(go) ]], .... 

Therefore whenever we use irreducibility we assume implic­
itly the corresponding form bound relative to H + 1. 

III. ESTIMATES FOR MIXED COMMUTATORS 

One of the central points in Powers' work I on CAR was 
to show that in n > 1 space dimensions 

#{ # . #} [t{lk, (h2) t{lk, (hi) ,t{lI<" (ho) ] =0, (3.1 ) 

for all hjEY(Rn) and k jE{I, ... ,m}. For n = 1 we have 
shown in Ref. 2 that 

[t{lk
4 
(h4 ) # {t{lk, (h3) # [t{lk, (h 2 ) #{t{lk, (hi) #,ipl<" (ho) #}] }] 

=0, (3.2) 

for all hjEY(R) and k j E{I, ... ,m}. 
For the case of CCR (see Ref. 4) we got the result that 

[1T(gN) [1T(gN _ I ) [ ... [1T(gl ),ir(go)] ... ] =0, (3.3) 

for all gkEY(Rn) if the number n of space dimensions is 
larger than (N + 3)/(N - 1), where N is the number of 
commutators involved in (3.3). From the commutation re­
lation (2.5) we derive immediately 

[~(gl),ir(go)] =0, for all go,gIEY(Rn), (3.4) 

and by iterative use of the Jacobi identity we get 

[~(gN) [1T(gN _ I ) [ ... [1T(gl ),ir(go)] '" ] =0 (3.5) 

for all gjEY (Rn) as has been shown in Ref. 4. 
In the case of a canonical field theory where we have 

simultaneously fermions and bosons all these estimates re­
main true. Therefore the only new estimates we need are 
those for mixed commutators involving Fermi and Bose 
fields. 

If we differentiate the mixed commutators (2.6) and 
(2.7) with respect to the time t we get the algebraic relations 

[~(j),ipk (h)#] = 0 (3.6) 

and 
. # # . [1T(g),t{lk(h) ] = [t{ldh) ,1T(g)], (3.7) 

for allJ,g,hEY (Rn) on suitable dense domains. 
A first step towards a standard form for mixed commu­

tators is given in the following lemma. 
Lemma 3.1: Let <I> represent ~ (j) or 1T(g) and '11 repre­

sent t{lk (h) or t{lk (h)t; then 

and 

['11 [<I>,B]] = [<l>['I1,B]] (3.8) 

{'I1[<I>,B]) = [<I>{'I1,B}]. (3.9) 

Proof: From the commutators (2.6) and (2.7) it follows 

['11 [<I>,B]] = 'I1<1>B - 'I1B<I> - <l>B'I1 + B<I>'I1 

= <1>'11 B - '11 B<I> - <I> B'I1 + B'I1<1> 

= [<I> ['I1,B]], 
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and similarily 

{'II[~,B]} = 'II~B - 'IIB~ + ~B'I1- B~'II 

= ~'IIB - 'IIB~ + ~B'II- B'I1~ 

= [~{'II,B}]. 
Therefore any multiple commutator under considera­

tion containing M Bose operators ~ and L Fermi operators 
'II can always be written in one of the two equivalent stan­
dard/orms: 

~[~ ... } ... 
L'II's M~'s 

(3.10) 

or equivalently 

~ .. ~ .. ] (3.11) 
M<I>'s L'II's 

[This follows from Lemma 3.1 and relation (3.7).] 
As an immediate consequence from the above standard 

form we get the following. 
(i) Any commutator containing a time zero field;( /) 

vanishes. [This follows from (3.4)-(3.6).] 
(ii) Any commutator containing more than two Fermi 

fields vanishes in n > 1 space dimensions. In one space di­
mension any commutator containing more than four Fermi 
fields vanishes. [This follows from (3.1) and (3.2).] 

Therefore it is sufficient to consider the following two 
types of mixed commutators: 

and 

(a) [¢'k (gN) # [tr(gN _ 1 ) [ ••• [tr(gl ),1i"(go)] ... ] 
(3.12) 

(b) [tr(gN) [ ... [ tr(g2){¢'k (gl) # ,¢'I (go)} ] ... ). 
(3.13) 

In the following we shall show that the estimates already 
obtained in the pure CAR [resp. CCR] cases are sufficient 
to estimate the above mixed commutators. 

Let us briefly outline on what ideas the following proofs 
are based. 

We shall show that the mixed commutators (3.12) and 
(3.13) applied on the vacuum staten vanish for sufficiently 
large N. It turns out that N will never exceed 61 

In a first step we approximate the time zero operators 
tr(g), 1i"(g), and if,(g)# by ( - 1);(iE,g), ;(it,g), and 
(_l)¢'(iE,g)#, respectively, where/Ee..@'(R) is a {j se­
quence as E goes to zero. The corresponding vectors con­
verge strongly in :J't". 

In a second step we use a smooth partition E ~ of the 
unity to chop the test functions gl into small pieces E~gl' 
each of which occupies a volume of about (~E)". Due to lo­
cality a lot of terms do not contribute. 

The estimates given by Herbstl for the Bose fields are 
based on V; bounds. Therefore we replace ;(iE,E~g) by 
;(iE,E~g - (E~g)aEe,) where the subscript aEel means 
translation by aEe I' With a suitably chosen these additional 
terms do not affect the commutators because oflocality. But 
now we can write 

;(iE,E~g- (E~g)aEe,) as ;(iE,aIH~) 
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and it is obvious that the L2 norms of alH~ and H~ are 
bounded as follows: 

and 

lIalH~ 112<C'maxlglE""2 

IIH~lb<C'maxlglE"l2+ I. 
Because the strong limit of 

'liE; = L [¢'(O,E~~N) [;(iE,E~N_lgN_ I) 

X [ .. . ,;(jE,Et,go)]···]n 

exists it is sufficient to estimate the matrix element 

(P(;, 'II ).0, '111, where we choose the set of operators P(;, 'II) 
in such a way that P(;, 'II) .0 forms a dense set in :J't" and 
furthermore P(;, 'II) commutes with all the operators on the 
rhs of 'liE. By this method we are able to decouple the esti­
mates for Bose and Fermi fields! 

The Fermi fields are bounded operators, i.e., 1I¢,(t,h) #11 
<lIh 112' and because ofthis fact each ¢'(O,E~g/) contributes 
a factor - E"/2, and by the same reasoning ¢'( i E,E ~g I) con­
tributes a factor - E"/2 - I. The Bose fields are always un­
bounded operators, but from the estimates given by Herbstl 
we can conclude that within a Wightman function of finite 
order each ;(O,aIH~,1)' ;(iE,aIHie./)' and ;(jE,aIHk./) 
contributes a factor -E(II + 1)/2, -E(II - 1)/2, and -E(II - 3)/2, 

respectively. The above exponents of E are optimal because 
even the two-point functions 1I;(O,Eieg)nll-E(n+ 1)12, 

IItr(O,Eieg)nll-E(1I - 1)12, and 111i"(O,Eieg)nll-E(n - 3)/2 do 
not behave better. This demonstrates how powerful Herbst's 
estimates are! 

Let us start with multiple commutators containing only 
one Fermi field. 

Lemma 3.2: For go, ... ,gNe..@' (R") we have 

[¢'I (gN) # [tr(gN _ 1 ) [ ••• [tr(gl ),1i"(go)]'" ].050, 
(3.14) 

in n> (N + 2)/(N - 1) space dimensions. 
Proof (a) As in the case ofCCR we approximate 

[tr(gN_1 )[ ... [tr(gl),1i"(go)]"'J 

by 

( -1)N+I[;(i~_I,gN_I) 

X [ ... [;( ir ,gl ),;( j~,go») ... ] 

with (i) /ke..@' ( [ - -flv"Ib] ), (ii) f /k (t)dt = 1, and for E> 0 
we define fie (t) = (1/ E)h (t IE). Because we work within 
the Wightman framework it is clear from our assumptions 
that 

lim lIe - l)N+ 1 [¢'I(gN)# [;(i~-I,gN-I) 
E-O 

X [ ... ,;( j~,go)] ... ] .0 

- [¢'I (gN) # [tr(gN _ 1 )[ ... ,1i"(go)] ... ] nil = o. 
(3.15 ) 

Therefore it is sufficient to show that for all 'lie..@' 

lim ('II, [¢'I(gN)# [ ... ,;(j~,go») ... ] .0) = 0, (3.16) 
E-O 
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where f!)!;K is a dense set of vectors in the Hilbert space 
K. 

(b) A~ume that suppgo, ... ,suppgN!;O!;R",P com­
pact. Take O!; R" + 1 a compact, nonempty set with 0 space­
like to [ - 1,1] XO!;R"+ I. LetPL (t/J,t/J,t/Jt) beamonomial 
of degree L>O in the field operators smeared with test func-

A 

tions supported in O. By the Reeh-Schlieder theorem the 
linear span of{PL (t/J,t/J,t/Jt)fl.IPL E9 (O)} is a dense set inK 
and therefore we put 

t A f/J = (Pdt/J,t/J,t/J )0IPLE9 (0), L>O). (3.17) 

And because Wightman functions containing an odd num­
ber of Fermi fields vanish, we can assume for the following 
that PL (t/J,t/J,t/Jt) contains an odd number of Fermi fields. 

(c) Let E~, kez.", be a smooth partition of the unity as 
defined in Appendix A of Ref. 4. By linearity we have 

(PLO, [t/JI (gN)# [ " .,t/J( jg,go)] ... ] 0) 

= L (PLO,[t/JI(E~~N) 
k, ...... kJolEZ" 

(3.1S) 

and from locality we get the restrictions 

I (kj - kO)j I <.j, for i = 1,2, ... ,n and j = 1,2, ... ,N. 
(3.19) 

This sum has at most [(2N + I )!!(L + 2)/€]" terms if 
supp go is contained in [- L /2,L /2] X ... X [ - L /2, 
L/2]. 

( d) The decoupling of Fermi and Bose fields is based on 
the following proposition. 

Proposition 3.3: LetA denote 

[t/J(i~_t>E~N_,gN-I) [ .. ',t/J(/g,Etgo)]"']; 

then 

I(PLO,[t/JI(E~~N),A ]0)1 

<.1It/JI(E~NgN)II{IIPLOII·IIA tOil + IIP101I·IIAOII}. 
(3.20) 

Proof: 

I (PLO, [t/JI(E~~N)# ,AO)I 

= I(PLO,t/JI(E~~N)#AO) - (PLO,At/JI(E~~N)#O)1 

<.1(PLO,t/JI(E~~N )#AO)l 

+ I(At,t/JI(E~NgN)#P101 

I(PLO, [1T(Etg2){t/Jk (Ek,gt>#,t/JI (ig,Etgo)#}] 0)1 

because by construction [ P l,A ] = 0 = {p L 
t/J1(E~NgN)#}' Proposition 3.3 follows from the Cauchy­
Schwarz inequality and the fact that t/JI (E ~~N ) # is a 
bounded operator. 

(e) For the final estimate we use 

Iit/JI(E~~N )#II<.maxlgNI·€"12 (3.21 ) 

and from our previous work on CCR (see Proposition 2.3 of 
Ref. 4) we know that 

II [t/J( i~ - 1 ,E~N_lgN - 1 ) [ ••• ,t/J( jg,E~.go)] ... ] 011 

<.C( IN _ 1 , ... ,/o;gN _ 1 , ... ,go)€(1I2)(N" - N - 2). (3.22) 

These bounds imply 

I(PL 0, [t/JI (gN) # [t/J( i~ _ t>gN- I) [ .. ',t/J(/g,go)] ... ] 0)1 

<.{(2N + 1 )!![ (L + 2)/€])" maxlgNI€"12 

x{IIPLOIl + IIP101I} 

'C(I N-l , ... ,/o;gN_t> ... ,go)€(1/2)(N"- N-2). (3.23) 

With respect to €this behaves like€[(N - 1)/2](" - (N + 2)/N - I)). 

As € goes to zero Lemma 3.2 follows. 
Next we consider [1T(g2){t/Jk (gl)#,tPl (go)#}] which is 

the simplest case of the multiple commutator containing two 
Fermi fields. One motivation for dealing first with this spe­
cial case is that the estimates for the general case containing 
several are more involved and this might confuse the reader. 
Also it is sufficient to estimate the above double commutator 
for showing that in more than three space dimensions t/J( t,x) 
and t/J(t,x) obey free field equations! 

Lemma 3.4: For n> 3 and gO,gI,g2Ef!) (R") we have 

{ # . #}-[1T(g2) t/Jk(gl) ,t/JI(go) ]0=0. (3.24) 

Proof: (a) The first steps are the same as in the proof of 
Lemma 3.2, except that we can now assume that P L (t/J,t/J,t/Jt) 

A 

E9 (0) contains an even number of Fermi fields. Therefore 
we have 

{ # . #} (PLO,[1T(g2) t/Jk(gl) ,t/JI(go) ]0) 

= L (PLO,[1T(Etg2) 
k,.k,.k.:foZ" 

X {t/Jk (E~,gl)#,t/JI(ig,Etgo)#}] 0), (3.25) 

with I (k l - ko) j I <.1 and I (k2 - ko) j I <2 for i = 1, ... ,n. 
(b) Each term on the rhs of (3.25) can be estimated as 

follows: 

<.1(1T(Etg2)tO,{t/Jk (Ek,gl )#,t/JI (ig,E~ogo)#}plO)1 + I (PLO,{t/Jk (Ek,gl)#,t/JI( ig,Etgo)#}1T(Etg2)0)1 

<211t/Jk (E~,gI)#II'IIt/JI(Etgo)#lIllig (t) Idt'{IIPlolI'II1T(Etg2) to ll + IIPL OII·II1T(Etg2)01l}· (3.26) 

Now 

f lig (t)ldt = ~ f I io (;) I dt = + f lio(t)ldt (3.27) 

and from the Kallen-Lehmann representation for the two-point function we get 
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111T(E~g)01l2=i"" dm2p(m2) ( dp ~m2+p2 I(E~g)(p)12 
o JR' 2 

< ~ 1"" dm2 p(m2) [i. dp(m
2 + p2) I (E~g)(pW r/2 [i. dpl (E~g)(pW r/2 

=..!.. L"" dm2 p(m2) [m2I1E~gll~ + IIVE~glln 1/211E~glb 
2 ° 

<- dm2 p(m2){mIlE~gll~ + IIVE~glbIlE~glb} I L"" 
2 ° 

< (maxlgl +maxIVglI)(C'E"-1 +D·E"). 

Therefore the rhs of (3.26) is proportional to E(3/2)n - 3/2 and 
because there are (3'5)n(L + 2)/E)n terms we get finally 

I(PLO, [1T(g2){¢'k (gl) #,¢" (ig,go)}] O)l-EO/2
)(II - 3). 

(3.29) 

As E goes to zero Lemma 3.4 follows. As a curiosity let us 
remark that for Lemma 3.4 we did not use the estimates 
given by Herbse because the bound (3.28) could be deduced 
from the Kiillen-Lehmann representation. 

Finally let us briefly describe how to handle the general 
case of an N-fold commutator containing two Fermi fields. 

Lemma 3.5: For go, ... ,gNE!iJ (R") we have 

[1T(gN) [ ... [1T(g2){¢'k(gl)#,tP,(go)}]'" ]0=0, 
(3.30) 

for n > (N + I )/(N - I) space dimensions. 
Proof: (a) Lemma 3.4 covers the case N = 2 ( ~ n> 3 

space dimensions). The other N's of interest are N = 3 
( ~ n > 2 space dimensions) and N = 4 ( ~ n > I space di­
mension). For simplicity let us take N = 3. The first steps 
are the same as in the proof of Lemma 3.2. We have to esti­
mate 

(PLO, [¢J( i~ ,g3) [¢J( i~ ,g2){¢'k (gl) #,¢" (ig,go)}] ] 0) 

= 2: (PLO,[¢J(i~,E~,g3) 
k, .... ,kgeZ. 

(3.31 ) 

with the restrictions I(kj - kO)il<j, i= 1, ... ,n, j= 1,2,3, 
implied by locality. 

(b) Ifwe replace E ~j gj by E~j gj - (E kj gj )g£e" where 
the SUbscript gEe 1 means translation by gE in the x I direction 
forj = 2,3 (for the Bose fields only!), we do not affect the rhs 
of (3.31) because oflocality! Obviously we can write 

E k
j 
gj - (E k

j 
gj) ( ± )g£e, = alH j,kJ' for j = 2,3, 

where HJ.k; are elements of !iJ (Rn). This strange looking 
procedure is necessary because the estimates for the Bose 
fields given by Herbse are based on V¢J bounds. Instead of 
(3.31) we get 

(PLO, [¢J( ij,g3) [¢J( i;,g2){¢'k (gl)#'¢', (io,go) #}] ] 0) 

= 2: (PLO,[¢J(i;,alH~,k,)[¢J(i~,aIH~.k,) 
k, .... ,kgeZ. 

X {¢'k (E~,gl)#'¢"( ig,Etgo)}] ]0), (3.32) 

with I (kj - ko) i I <j for i = I, ... ,n andj = 1,2,3. 
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(3.28) 

(c) Now we decouple Bose and Fermi operators similar 
to Proposition 3.3 as follows [we use ¢J(3), ¢J(2), ¢'( 1), and 
¢'(O~ as a shorthand notation for ¢J( i~ ,aIHtk, ), ... , 
¢'1(/g,Etgo)#!] : 

I(PL 0, [¢J( 3) [¢J(2){¢'( 1 ),,p(0)} J JO)I 
"II{¢'( 1 ),¢'(O) }1I(1I¢J(2) t¢J(3) tOIl'IIPl 011 

+ IIPL¢J(3)tollll¢J(2)01l + IIPL ¢J(2)tollll¢J(3)01l 

+ 1I¢J(2)¢J(3)01l·IIPL OII). (3.33) 

Furthermore for the second and third term we have 

IIPL¢J(3)toll = 1(0,¢J(3)plpL¢J(3)tow /2 

= I(P1PLO,¢J(3)¢J(3)tO)1 1/2 (3.34) 

for PL and pi commute with ¢J(3) by construction, and 
from the Cauchy-Schwarz inequality get 

< IIP1PLOIl1/211¢J(3 )¢J(3) tOil 1/2. (3.35) 

From (3.33) together with (3.35) we see that for the Bose 
field operators we have to estimate configurations of the type 

1I¢J(i~,alHtk, )¢J(i~,alHtk, )011 (3.36) 

as E goes to zero. (For N = 4 we need estimates for the six­
point functions too!) Therefore we can use the estimates giv­
en by Herbst (see Refs. 3 and 4) for the pure CCR case. 
From these estimates we know that (3.36) behaves like 
_E"-I. Therefore we have 

I(PLO,[ ¢J(i~,g3) [ .. ',¢',(ig,go)}] ]O)I-E"-2. (3.37) 

As E goes to zero Lemma 3.5 for the special case N = 3 fol­
lows. 

IV. ON THE TRIVIALITY OF + AND 111 

Now we use the results from the previous section to 
show that in n > 3 space dimensions t/J and ¢' obey free field 
equations and how the type of interaction is restricted in 
lower space dimensions. 

Lemma 4.1: For n > 3 andfeiZ" (R"),geY(R") we have 

[1T(g),tPk(/)#] =0= [¢'k(g)#,17'(/)]. (4.1) 

Proof: From the Reeh-Schlieder theorem we know that 
Lemmas 3.2 and 3.5 imply 

[¢'k(gN)#[ 1T(gN_I) [ .. ',17'(go) J ••• ] =0, 

for n> (N + 2)/(N -I) (4.2) 

and 
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[1T(gN) [ ... [1T(g2){tPk (g\) # ,tPl (gO)#}' ., ] =0, 

forn>(N+l)/(N-l). (4.3) 

Using the algebraic identities of Sec. III we have for n > 3 

[~(h2) [1T(h\) [1T(g)'¢k (I) #] ]] = 0, (4.4a) 

[1T(h2) [1T(h\) [1T(g)'¢k (I) #] ]] = 0, (4.4b) 

{tPl (h2)# [1T(h\) [1T(g),¢k (/)#] ]} = o. (4.4c) 

These relations remain true even if g,h),h2EY(Rn
) because 

as long asl has compact support locality acts as an effective 
cutoff! In our technical assumptions (5) we have assumed a 
form bound for [1T(h\) [1T(g),¢k (/)#]] and from irredu­
cibility we get 

[1T(h\) [1T(g),¢k (I) #] ] 
= (0, [1T(h\) [1T(g),¢k (/)#]] 0) = 0 (4.5) 

because the vacuum expectation value contains only one fer­
mion. Therefore we have for n > 3 

[~(h)[1T(g)'¢k(/)#]] =0, 

[1T(h) [1T(g),¢k (/)#]] = 0, 

{tPl (h)# [1T(g)'¢k (/)#]) = O. 

Again we conclude from irreducibility that 

[1T(g),¢k (I) #] 
= (0, [1T(g),¢k (/)#]0) = o. 

( 4.6a) 

(4.6b) 

(4.6c) 

(4.7) 

The relation [tPk (g) #, 1T( I)] = 0 follows from (3.7). 
Now we can state our main result in the following 

theorem. 
Theorem 4.2: In n> 3 space dimensions ~(t,x) and 

tP(t,x) fulfill free field equations as given in the previous 
papers.2•

4 

Proof: (a) From the pure Bose case,4 from (3.5), and 
from Lemma 3.2 we know that for n > 3, 

[~(h) [1T(g),1T( I)]] = 0, 

[1T(h) [1T(g),1T(/)]] = 0, 

[ tPk (h) # [1T(g) ,1T( I) l] = O. 

From irreducibility we conclude that 

[1T(g),1T(/)] = (O,[1T(g),1T(/) ]0). 

(4.8a) 

(4.8b) 

(4.8c) 

(4.9) 

But as shown in Ref. 4 from the Kiillen-Lehmann represen­
tation, CCR, and Eq. (4.9) we get 

[1T(g),1T(/) -~(tJ./) +M2~(/)] =0 (4.10) 

with 

M 2 = 1"" dm2 p(m2)m2 < 00. (4.11) 

Furthermore we know that 

[~(g),1T(/) -~(tJ./) +M2~(/)] =0 (4.10') 

and from Lemma 4.1 and (2.6) we get 

[tPk(g)#,1T(/) -~(!l/) +M2~(/)] =0. (4.10") 

Therefore we can use irreducibility again to conclude for 
jEPfl (Rn) that 

(4.12) 
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because we can assume (O,~(t,x)O)=O. By continuity 
(4.12) remains true for/EY(Rn

). 

(b) In a similar way we show that 

{tPdg)#'¢/(/)#} = (O'{tPk (g)#'¢/(/)#}O). (4.13) 

Using our former results concerning the pure CAR case (see 
Ref. 2) we get from Lemma 4.1 that tP( t,x) and tPt (t,x) obey 
a linear first-order partial differential equation. This proves 
Theorem 4.2. 

The following theorem restricts the type of interaction 
that might be compatible with the assumed commutation 
relations in less than four space dimensions. 

Theorem 4.3: The following commutators are c 
numbers. 

(a) For n = 3 space dimensions, 

{ # . # 
[1T(g2) tPk (g\) ,tPl (go) }] 

= (0, [1T(g2){' .. '¢I (go) #}] 0) (4.14) 

and 

[1T(g3)[1T(g2) [1T(g\),1T(gO)]]] 

= (0, [1T(g3)[1T(g2) [1T(g\),1T(go) ]]]0) 

"Q2(tP'tPt)~ + P4(~) interaction." 

(b) For n = 2 space dimensions, 

[1T(g3) [1T(g2){tPdg\ )#'¢I (go)#} ] ] 

= (0, [1T(g3) [ ... '¢I (go)#}] ] 0) 

and 

[1T(gs) [ ... [1T(g) ),1T(go)]"'] 

= (0, [1T(gs) [ .. ',1T(go)]'" ]0) 

(4.15) 

(4.16) 

"Q2(tP'tPt)P2(~) + P6(~) interaction." (4.17) 

(c) For n = 1 space dimension 

[tP(g4) # (tP(g3) # [tP(g2) #{tP(g\) # ,tP(go)#} ] }] =0 

"Q4(tP,tPt)F(~) interaction." (4.18 ) 

Proof' (a) and (b) are immediate consequences from 
Lemma 3.2 and Lemma 3.5 combined with irreducibility. 
(c) follows already from the pure CAR case (see Ref. 2). 
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For quantum field theories that do not satisfy the Wightman positivity condition, a Hilbert 
space structure condition is proposed, which guarantees a Krein structure for the space of 
states associated to the Wightman functions. The analogous problem for the Schwinger 
function is also discussed, as well as the conditions that ensure the analytic continuation of a 
Krein structure in the Euclidean case and vice versa. The Gupta-Bleuler formulation of free 
quantum electrodynamics is discussed as an example. 

I. INTRODUCTION 

The relevance of quantum field theories satisfying the 
Wightman axioms with the exception of positivity \ is sup­
ported by the success of the treatment of gauge field theories 
in local (renormalizable) gauges (as it is done, e.g., in the 
perturbative approach) and more generally by the interest of 
theories with infrared singularities preventing a regular be­
havior of the space-time translations.2 

A modified version of Wightman axioms with a weak 
form of the spectral condition and a Hilbert space structure 
condition replacing the positivity axiom has been discussed 
in Refs. 2 and 3 and extensively used in the construction of 
"charged" states in quantum electrodynamics (QED) and 
in the analysis of their properties,4,5 as well as in the discus­
sion of two-dimensional quantum field theory models. 6 

The Euclidean formulation of local quantum field the­
ories without positivity has been discussed in Ref. 7; modi­
fied Euclidean axioms were presented allowing a recovering 
of Wightman functions (from the Schwinger functions) sat­
isfying the modified Wightman axioms. 

In this paper, we will discuss a stronger form of the 
Hilbert space structure condition which guarantees the exis­
tence of a majorizing Hilbert space structure (associated to 
the Wightman functions) with the property of being of 
Krein type.2 This means that there exists a metric operator 7] 

such that 7]2 = 1, and 7]'110 = '110 ' Briefly, we will call this 
stronger form the Krein structure condition. A special 
stronger version of this condition was discussed at the alge­
braic level in Ref. 8. Furthermore we will discuss the Krein 
structure condition both at the level of Wightman functions 
and at the level of Schwinger functions and characterize the 
condition that allows the analytic continuation of one struc­
ture in the other. In this way we will also get a characteriza­
tion of the Euclidean formulation of quantum field theories 
with a Krein structure. The above structures are explicitly 
checked and worked out in the simple case of the Gupta­
Bleuler formulation offree QED. 

II. KREIN POSITIVITY OF WIGHTMAN AND 
SCHWINGER FUNCTIONS 

A. Relativistic case 

We start with the set of Wightman functions {Wn } sat­
isfying all Wightman axioms except that of positivity. For 

.) Permanent address: Institute of Theoretical Physics. University of Wro­
claw, Wroclaw. Poland. 

simplicity we discuss the case of an Hermitian scalar field 
(the generalization being straightforward). 

WI {temperedness}: For any n, Wn is a tempered distri­
bution. 

W2 {Poincare con variance}: For every (a,A)EP '+ and 
for any n, 

Wn (x\, ... ,xn) = Wn (Ax\ - a, ... ,Axn - a) . 

W4 {weak spectral condition}: For any n, 

W~_\ (x2 - X\""'Xn - xn_ l ) == Wn (x\, ... ,xn) 

has a Fourier transform W~ _ 1 with support in Vn+- I. 

WS (locality): For any n, 

Wn (x1,,,,,XjlXi + 1 , ... ,xn ) = Wn (XjI''''xi + 1 ,xi,· .. ,xn) 

whenever (Xi - x i + \)2 <0. 
For the discussion of these axioms, see Refs. 2 and 7. In 

particular we refer to Ref. 7 for notational details. 
We say that the Wightman functions {Wn } are Krein 

positive if 9 they satisfy the following condition. 
W3' {Krein positivity}: There exists a mapping a of some 

dense subalgebra with identity flJ 0' of the Borchers algebra 10 

flJ, into itself, such that ll V F,GeflJ 0 

(1) W({a(a(F»)}*XG) = W(F*XG) 

n,m 

(2) W(a(F)*XF);;;.O; 

(3) W(a(F)*XG) = W(F*Xa(G»); 

(4) Pa (F) == W(a(F)*XF)I/2 is continuous in 

the topology of flJ (briefly flJ-continuous).7 

More pedantically we should say that in this case the Wight­
man functions are Krein positive with reference to flJ o' 

Remark.- By flJ continuity, p a can be extended from flJ 0 

to flJ (the extension will be denoted by the same symbol). 
Proposition 2.1: The seminorm Pais nondegenerate, i.e., 

kerpa =JY' w=={FeflJ: W(F*XG) = 0, VGeflJ}. 

Proof; We first show that Pa defines a majorant topol-
ogy. By condition (2) ofW3' we have 

IW(a(F)*XGW 

<W(a(F)*XF)W(a(G)*XG), VF,GeflJ o . (2.1) 

Using W(F*XG) = W({a(a(F)j}*XG) we obtain from 
(2.1 ) 

1231 J. Math. Phys. 29 (5), May 1988 0022-2488/88/051231-05$02.50 ® 1988 American Institute of Physics 1231 



                                                                                                                                    

1 W(F*xG) 12,;;; W(F*Xa(F»)W(a(G)*XG). (2.2) 

By condition (3) of W'3, W(F*Xa(F») = W(a(F)*XF), 
so that, for F,GEfg 0' 

1 W(F* X G) I,;;; Pa (F)Pa (G). (2.3 ) 

Since ker Pa = {FEfg: Pa (F) = O}, from the extension of 
(2.3) we have ker Pa cff w. Defining JY1lw = {FEfg 0: 

W(F * X G) = 0, 'i/ GEfg} we see that ff w = .;yow' Since 
JY1lw C ker Pa and Pa is fg continuous, ff w =.;yow 
C kerpa' 

The extended seminorm P a on fg satisfies the character­
istic assumptions of the framework discussed in Ref. 7. Thus 
all the results proved there follow. Actually, in this case we 

get more, namely the Hilbert space Y w = §)J w, obtained 
by closing §)J w with respect to the Hilbert topology defined 
by Pa' is a Krein space, i.e., there is a metric operator TJ such 
that, for any F,GEfg 0' 

([F]w,TJ[G]W)a = ([F]w,[G]w) = W(F*xG) 
(2.4) 

and TJ2 = 1. (Here [F] w denotes the equivalence class of F 
with respect to the Wightman kernel ff w.) Such Hilbert 
space structure will be briefly called a Krein structure. In fact 
we have the following theorem. 

Theorem 2.2: The Hilbert space structure defined by Pa 
is a Krein space structure. 

Proof Since fg 0 is dense in fg, §)J i[ == fg 01 ff w is dense 
in §)J w == fg Iff w with respect to the quotient topology of 
fg modulo ff w on §)J i[ we define a positive inner product 

([F] w,[G] W)a == W(a(F)*XG). (2.5) 

Next we define 

TJ[F] w == [a(F)] w' 'i/FEfg o' (2.6) 

Equation (2.6) is well defined since a maps equivalence 
classes into equivalence classes. Furthermore, TJ2 [F ] w 
= [a(a(F»)] w = [F] w' i.e., TJ2 = 1. Moreover 

(TJ[F]w,[G]w) = ([F]w,TJ[G]w) 

and 

([F]w,[G]w) = ([F]w,TJ[G]W)a, F,GEfgo' 
(2.7) 

Completing §)J i[ with respect to the norm P a we obtain the 
Hilbert space Y w. Since §)J i[ is P a -dense in §)J w (by fg-

continuity), we have §)J i[ = §)J w = Y w, so that the lo­
cal states §)J ware dense in Y w. The operator TJ defined §)J i[ 
can be extended to yw and for any 1JI,<I>EY w we have 

(2.8) 

Hence Y w is a Krein space. Since, by (1 ), (3), 
W(a(G») = W(G), we have 

W«(a(1) -l)*XG) = W(a(l)*XG)- W(G) =0, 

i.e., [a ( 1) ] w = [1] w' so that the vacuum vector 
lJIo = [1] w is TJ-invariant, i.e., TJlJlo = lJIo. (In general, how­
ever, TJ does not leave §)J w invariant.) 

Remark: A stronger property then Krein positivity is 
the a positivity discussed in Ref. 8, namely when a is an 
automorphism of the whole Borchers algebra fg. This latter 
is the case of free QED, see Sec. IV, but not the case of 
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interacting QED,4 for which we believe that our more gen­
eral Krein structure is relevant. 

B. Euclidean case 

Let {Sn} be the set of Schwinger functions obtained by 
analytic continuation from the Wightman functions {Wn }. 

They satisfy the following axioms l2 (again we restrict our­
selves to the case of a scalar Hermitian field). 

OSI (temperedness): 'i/ n' SnEYo(R4n), and obeys the 

Hermiticity property Sn (j) = Sn (0 f*). 
OS2 (Euclidean covariance): 'i/ n, for each R E SO (4), a 

E R\ Sn (J{a.R}) = Sn (f)· 
OS4 (symmetry): 'fin, Sn (X".(I) ,,,,,x,,.(n» = Sn (XI"'" 

xn) for all permutations of n elements. 
The set {Sn} of Schwinger functions is Krein positive if13 

it satisfies the following axiom. 
OS3' (Krein positivity): There exists a mapping a, of the 

Borchers algebra fg + into itself such that 'i/ F +,G +Efg + 

(1) S({Oas(as(F+ »)}*XG+) =S({OF+ }*XG+); 

(2) S({Oas(F + )}*XF + );;;'0; 

(3) S({Oas(F+ )}*XG+ )=S({OF+ }*Xas(G+ »); 

(4) PaJF+)==S({Oas(F+)}*XF+)1/2 is continuous 
with respect to the topology of fg + (briefly fg + -contin­
UOUS).7 

Proposition 2.3: The seminormpa, is nondegenerate, i.e., 

ker Pa, = ffs =={F + Efg + : S({OF + }*XG + ) = 0, 

'i/G + Efg + }. 

Proof As in the relativistic case, by using conditions (2) 
and (3) of OS3', we can show that 

Hence ker Pa, Cffs ' On the other hand, using (3) OS3' we 
see that if F + E ffs then 

S({Oas(F+ )}*XF+)=S({OF+}*Xas(F+ »)=0, 

so that F + E ker Pa,' i.e., ffs Cker Pa,' 
Remark: The seminorm Pa in a natural way defines a 

Hilbert space structure in the E~clidean vector space.7 As in 
the relativistic case, the Hilbert space closure Y' of Euclid­
ean local states §)J S = fg + Iff, is a Krein space with the 
metric operator TJs' The construction is analogous to that of 
the relativistic case. 

III. ANALYTIC CONTINUATION OF KREIN 
STRUCTURES 

As discussed in Ref. 7, it is relevant to establish a con­
nection between the Hilbert space structure in the relativistic 
case and that of the Euclidean case. In particular, it is rel­
evant to know under which conditions the existence of a 
Krein structure in the relativistic case guarantees the exis­
tence of a Krein structure in the Euclidean case and vice 
versa. The solution of this problem is discussed in this sec­
tion. 
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A. From relativistic to Euclidean Krein structure 

If { Wn } is the set of Wightman functions satisfying WI, 
W2 W4 and W5, and the Krein positivity W3' for some a 
and' fJIj 0: then the Wightman functions W: defined on 
Y (R~ ) satisfY}l Krein positivity condition !Vith respect to 
the subalgebra fJIj 0 C fJIj, where the mapping is defined by 

fn(ql, ... ,qn) =ind(ql, .. ·,qn) J {~;;;.O}, 
with Id (X I,X2 - XI'''''Xn - Xn _ I ) == l(xl, .. ·,xn), and ft is 
defined by ft (EI ==a (I). Since the Wightman functions 
and Schwinger functions are related by 

_ v v 

S(8F~ XG + ) = Wd(F~ XG + ), (3.1) 

where/+n(qw .. ,qn) = IF;-nd(ql, ... ,qn) J {q~>O}, and FL 
denotes the Fourier-Laplace transform, we have the follow­
ing proposition. 

Proposition 3.1: If the Wightman funct~n~ {Wn } are 
Krein positive with respect to fJIj 0 = {FefJlj : FefJlj + }, then 
the corresponding Schwinger functions are Kre!n positive. 

PrOOF By denoting by r/J the inverse of we define 
a. (F + ) = r/J(a('1' + ») so that a.:fJIj + - fJIj + and by (3.1) 

_ v v 

S({8a.(F + )}*XF + ) = Wd(ft(F + )*XF + »0. 
From the corresponding properties of Wd we also ob­

tain conditions (1) and (3) of OS3'. Since Pais fJIj contin-
A -d A "')1/2' uous and nondegenerate, PaCE) = W (ft(E)*XF IS 

fJIj (R~ ) continuous,7 SO that 

Pa, (F + ) = S({8a. (F + )}* XF + )1/2 = Pa ('1' + ) 

is fJIj (R~ ) continuous. Then fJIj + 'Clntinuity follows from 
the continuity of the mapping F + -F +. 

B. From Euclidean to relativistic Krein structure 

Proposition 3.2: If the Schwinger functions {Sn} are 
Krein positive and the corresponding seminorm P a, is 
fJIj (8\ ) continuous, we can construct the Wightman func­
tions satisfying the Krein positivity condition. 

PrOOF Since Pa is fJIj (R4+ ) continuous, the existence of 
Wightman functio~s follows from the arguments of Ref. 7. 

v v 

We then define a mapping a. on fJIj + by as (F + ) ___ v v 

==(as(F+»), so that as:fJIj +-fJIj +. Moreover, by (3.1) and 
OS3'(2), 

Hence Wd satisfies a Krein positivity condition with respect 
to the subalgebra !iJ + and with the mapping a •. Further­
more, since there is a natural identification f between fJIj +1 
%1v and fJIj 01% w, the mapping a as defines a mapping of 
the equivalence classes of fJIj 0 by ft = f ftsf- I . Such a map­
ping can be lifted from Bol % w to Bo (in a nonunique 
way!) 14 and such a lifted map will be denoted by a. Then 
{Wn} satisfy a Krein positivity condition for fJIj 0 and a. The 
density of fJIj 0 in f!}j is standard. IS 

IV. FREE QED IN LOCAL GAUGES 

A simple example, which realizes the structure dis­
cussed above, is provided by the Gupta-Bleuler formulation 
offreeQED. 
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The theory is defined by the two-point function 

W~Y(XI,X2) = - (21T) -3 gl'Y J dOo(k)eik(X, X,), (4.1) 

withdOo(k) = dk/lkl. Ifwe introduce the Borchers algebra 
fJIj generated by vector test functions I( x) = {II' (x) }, It 
= 0, 1,2, 3,fP(x)eY(R4

), then the Wightman functions 
{Wn } are defined as follows: 

Wo = 1, W2n + I = 0 , 

W2(/xg) = L J dX I dx21p (x l )gy(X2) W~Y(XI,x2)' 
n 

W2n (It X ... Xhn) = L IT W2 (/;. X fj) , ( 4.2) 
(if) v= I 

where the sum is over all partitions ofthe indices (1, ... ,2n) 
into distinct pairs (il,jl ), ... , (in ,jn ) with i" < jv' It is easy to 
check that the Wightman functions defined above are Krein 
positive with respect to the entire Borchers algebra fJIj with a 
defined by 

a(1t ® ... ®In) = lIdl ® ... ® lIdn' (4.3) 
(7jd)f.l= -g;lv' 

In fact, a defined by (4.3) is an automorphism of fJIj, a 2 = 1 
and 

W2(a(/)*x/) = L J dOo(k) III' (k)1 2 ;;;.0. 

Furthermore, W2(a(j)*Xg) = W2(/*Xa(g»). Finally 
P a ( I) is a fJIj -continuous Hilbert seminorm that is also 
f!}j (i~ ) continuous. . 

Remark 1: The mapping a, which defines the Krein 
positivity, is not unique; for example, we can put in (4.3) the 
matrix 111,: 

( 

- (cosh2 t + sinh2 t) 2 cosh t sinh t 

111, = - 2 cosh t sinh t cosh2 t + sinh2 t 

o 
for any teR. In this way we obtain a one-parameter family of 
a's leading to nonequivalent Krein structures for {Wn }, i.e., 
the topologies defined by two a's of such a family are inequi­
valent. Such arbitrariness may be resolved by taking into 
account the properties of the physical subspace. 

Remark 2: Since the mapping a defined by (4.3) leaves 
invariant the subalgebra f!}j 0 = {FefJlj: Fe!iJ +}, {Wn} is 
also Krein positive with respect to this subalgebra, and the 
theory developed in the previous section can be applied. 

Now we pass to the discussion of the analytic continu­
ation of this theory. The fact that we are dealing with a vec­
tor case requires some care and it seems worthwhile to spell 
out the basic steps. Let us denote by z' the points in the 
extended permuted tube yext,p of the form z' = (it' ,z), :tJ, :zi 
eR (Schwinger points). Then we define the corresponding 
Euclidean points xE==I-Iz' = (.t'.z), with I 
= diag (i,l, 1,1 ). In the scalar case, the Schwinger functions 

S" are defined in the following way: 

Sn (xf .... ,x:) == w" (lxf, .... Ix:) , < 4.4) 

where Wn is the Wightman function analytic in the tube 
yext.p. Since the W" are invariant with respect to all complex 
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Lorentz transformations, the Sn are invariant with respect to 
the orthogonal group: if AEL + (C) and gA = Ag then 
/-IAIESO(4) and 

Sn ((I -I AI)xf, ... , (I -I AI)x~) 

= Wn (AIxf,···,AIx~) 
= Wn (/xf,···,/x~) = Sn (xf,···,x~) . 

In the vector case, the definition of the Schwinger functions, 

Sp., ..... p.. (xf, ... ,x~) 

= L (/ -I) p.,v,'" (/ -I) P.nVn Wv, ..... vn (/xf, ... ,/x~) (4.5) 

[ which naturally generalizes Eq. (4.4)], guarantees the co­
variance of the Schwinger functions under SO (4): 

Sp., ..... p.. ((/ -I AI)xf, ... , (/ -I AI)x~) 

= L (/ -I AI) p.,v, ... (/ -I AI) p.nv.Sv, ... vn (xf, ... ,x~) 

if {Wn } is L+ (C) covariant. In the case offree QED, we 
obtain 

S ( E E) - t)p.v I dk -lkl(xy-x~)-ik·("'-"2) x x --- -e p.v I' 2 (21T)3 Ikl . 
(4.6) 

From the two-point Schwinger function (4.6) we construct 
the Schwinger functions {Sn} similarly as in the relativistic 
case. Moreover, by analytic continuation we have 

Sd (f:) = "'Ie-(SU<t'-i~'<I)(/-I) (/-1) 
P.1-'2 ~ .£.- 1'11.'. Ill"'':/. 

X W~'V2 (q)dq4 . (4.7) 

To discuss the relation between Wightman and Schwinger 
functions we must define the operator () in such a way that 
(3.1) holds. In particular for the two-point functions we 
must have 

S((}f)*xg) = Wd(f*Xg) , 

for f = {fp.}, g = {gp.}, fp.,gp.EY + (R4), p = 0,1,2,3. We 
look for the operator () of the form 

«(}f)p. (x) = LMp.vfv(rx) . 

Using (3.1) and (4.7) we obtain that M=/2 
=diag( -1,1,1,1) =M- 1

• For the generic n-point test 
function we clearly have 

Remark: The operator () defined above realizes the natu­
ral representation of time reversal r in the space of tensor test 
functions. 

As a consequence of (4.6) and the definition of () we 
have the following proposition. 

Proposition 4.1: The set of Schwinger functions {Sn}' 
corresponding to the Wightman functions for QED in the 
Gupta-Bleuler formulation, do not satisfy the OS-positivity 
condition. 

Remark' Even if {Sn} does not satisfy the OS-positivity 
condition, they are Nelson-Symanzik positive, i.e., 
S(F*xF»O. 

Proposition 4.2: The set of Schwinger functions for free 
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QED in the Gupta-Bleuler formulation satisfies the Krein 
positivity condition. 

Proof: Define the mapping as of @ + by 

as(f) =MJ, for f={fp.}, 
fp.EY+(R4

), p=0,1,2,3, 

and by the tensor product of M in tensor test functions. By 
(4.6) we have 

S2({(}a
S 
(f)}* X f) 

= _1-3 ± I dk II dxo1;. (xo,k)e-x.,lkll\o. 
(21T) p. = ° Ikl 

Similarly 

S2({(}as (f)}* xg) = S2({(} f}* Xas (g») . 

Moreover, a; = 1 and Pa (f) = S2({(}as(f)}*xf)1/2 is 
obviously @ + continuous 'and @ (R~ ) continuous. 

Remark 1: The mapping as defined above is the simplest 
one realizing the Krein positivity of {S n}. As in the relativis­
tic case, the Krein structure for a given set of Schwinger 
functions is not uniquely defined. Again the property of the 
physical states may be used to resolve such arbitrariness. 

Remark 2: It is worthwhile to remark that the lack of OS 
positivity is not merely due to a wrong choice of the () reflec­
tion operator, since the representation of () is dictated by the 
representation of the time reversal operator which in turn is 
fixed by the analytic continuation of Wightman functions. 
As a matter of fact, setting () I = (}as one has 
S2( «() 'f) * X f»O; however, () I does not provide the correct 
representation of the time reversal. 

Remark 3: Since the mapping a commutes with the 
mappings A and v (see Sec. III), one can show that a, a, and 
as are represented by the same matrix (each acting in the 
correponding space @, !iJ, and @ + ). 

Remark 4: Since the two-point Schwinger function S2 is 
Nelson-Symanzik positive (even ifit is not OS positive), we 
can construct the Gaussian stochastic process A ( f), in­
dexed by vector functions f = {1;.}, fp. EY R (R) 4, 

p = 0,1,2,3, with covariance E(A(f)A(g»)=S2(fxg).16 
So we have the probability space (n,l:,p) and A ( f) is a 
random variable on it. Furthermore, we can construct the 
representation all of the Euclidean group (without reflec­
tions) by means of unitary operators defined on L2 (n,l:,p) 
and such that 

all (a,R)A (f) 9L (a,R) -I = A (./{a.R})' (4.8) 

The Schwinger functions of the free QED can be constructed 
from the random variables A (j) by 

Sn (fiX'" xfn) 

= I A(jI)(w)"·A(/,.)(w)dp(w). 

However, A ( f) is not a Euclidean vector field in the sense of 
Nelson, 16 since the reflection property ensuring the OS posi­
tivity does not hold. More specifically, the representation of 
the "time" reflection does not lead to a reflection property 
that yields the OS positivity. As a consequence of this, the 
reconstruction of the Wightman functions cannot be done in 
the standard way. One can reconstruct the Wightman func­
tions by following the strategy discussed in Sec. III, by using 
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the Krein positivity. The result is that the Wightman func­
tion so obtained gives rise to a nonunitary representation of 
the Poincare group (1/-unitary representation), even if the 
Nelson formulation leads to a unitary representation of the 
Euclidean group [Eq. (4.8)]. 

IF. Strocchi and A. S. Wightman, J. Math. Phys. 15,2198 (1974). 
2G. Morchio and F. Strocchi, Ann. Inst. H. Poincare, Sect. A 33, 251 
(1980). 

3F. Strocchi, Phys. Rev. 0 17, 2010 (1978); Commun. Math. Phys. 56, 57 
(1977). 

'G. Morchio and F. Strocchi, Nucl. Phys. B 211, 471 (1983); 232, 547 
(1984); "Infrared problem, Higgs phenomena and long range interac­
tion," Fundamental Problems of Gauge Field Theory, Erice, 1985, edited 
by G. Vela and A. S. Wightman (Plenum, New York, 1986). 

sG. Morchio and F. Strocchi, Ann. Phys. (NY) 168,27 (1986); 172, 267 
(1986). 

6G. Marchio, D. Pierotti, and F. Strocchi, "Infrared and vacuum structure 
in two dimensional local quantum field theory models. I, II," SISSA pre­
prints 84/87/ EP and 105/87/ EP. 

1235 J. Math. Phys., Vol. 29, No.5, May 1988 

7L. Jakobczyk and F. Strocchi, "Euclidean formulation of quantum field 
theory without positivity," SISSA preprint, S9/87/FM. 

8L. Jakobczyk, J. Math. Phys. 25, 617 (1984). 
~e shall denote the axiom which replaces Wightman positivity W3 by 
W3', as in Ref. 7 even if the present form is stronger than the one discussed 
in Ref. 7. 

IIIJI. J. Borchers, "Algebraic aspects of Wightman field theory," in Statisti­
cal Mechanics and Field Theory, edited by R. N. Sen and C. Weil (Wiley, 
New York, 1972). 

IIGiven Fe !!IJ, we denote by f. its n-variable component. 
12K. Osterwalder and R. Schrader, Commun. Math. Phys. 31, 83 (1973); 

42,281 (1975). For general notation see Ref. 7. 
13We shall denote the axiom which replaces the OS positivity OS3 by OS3', 

as in Ref. 7, even if the present form is stronger than the one discussed in 
Ref. 7. 

14But different a's define the same positive inner product and therefore the 
same metric operator 'T/. 

ISB. Simon, The P(t/lh Euclidean (Quantum) Field Theory (Princeton 
U.P., Princeton, NJ, 1974). 

16E. Nelson,"Probability theory and Euclidean field theory," in Construc­
tive Quantum Field Theory, Brice, 1973 edited by G. Vela and A. S. 
Wightman (Springer, Berlin, 1973); F. Guerra, "Local algebras in Eu­
clidean quantum field theory," in Symposia Matematics, Vol. XX (Aca­
demic, London, 1976), and references therein. 

L. Jakobczyk and F. Strocchi 1235 



                                                                                                                                    

Stochastic field theory and finite-temperature supersymmetry 
Pradip Ghosh 
Maharaja Manindra Chandra College, Calcutta-700002, Indio 

Pratul Bandyopadhyay 
Indian Statistical Institute, Calcutta-700035, India 

(Received 5 January 1987; accepted for publication 18 November 1987) 

The finite-temperature behavior of supersymmetry is considered from the viewpoint of 
stochastic field theory. To this end, it is considered that Nelson's stochastic mechanics may be 
generalized to the quantization of a Fermi field when the classical analog of such a field is 
taken to be a scalar nonlocal field where the internal space is anisotropic in nature such that 
when quantized this gives rise to two internal helicities corresponding to fermion and 
antifermion. Stochastic field theory at finite temperature is then formulated from stochastic 
mechanics which incorporates Brownian motion in the external space as well as in the internal 
space of a particle. It is shown that when the anisotropy of the internal space is suppressed so 
that the internal time So vanishes and the internal space variables are integrated out one has 
supersymmetry at finite temperature. This result is true for T = 0, also. However, at this phase 
equilibrium will be destroyed. Thus for a random process van Hove's result involving quantum 
mechanical operators, i.e., that when supersymmetry remains unbroken at T = 0 it will also 
remain unbroken at T #0, occurs. However, this formalism indicates that when at T = 0 
broken supersymmetry results, supersymmetry may be restored at a critical temperature Tc. 

I. INTRODUCTION 

The finite-temperature behavior of supersymmetry has 
been treated with great importance by many authors. 1 Ap­
parently we may think that supersymmetry is automatically 
broken at high temperature since bosons and fermions obey 
different statistics at high temperature. However van Hove2 

has pointed out that the observed "breakdown" of super­
symmetry is only apparent since a careful definition of ma­
trix elements for operators containing the anticommuting 
Grassmann parameters yields the opposite result. 

All these arguments have been made using the proper 
definition of quantum mechanical operators. However, it is 
also known that supersymmetry may be associated with ran­
dom phenomena and thus the stochastic quantization proce­
dure involves hidden supersymmetry. Indeed, the stochastic 
quantization procedure of Parisi and Wu3 introducing a fic­
titious time is found to have hidden supersymmetry. Again, 
in a recent paper4 it has also been shown that Nelson's quan­
tization procedures involving universal Brownian motion 
also possesses hidden supersymmetry. To this end, Nelson's 
stochastic mechanics is generalized to the quantization of a 
fermion field when the classical analog of such a field is taken 
to be a scalar nonlocal field where the internal space is aniso­
tropic in nature such that when quantized this gives rise to 
two internal helicities corresponding to fermion and antifer­
mion. This also helps us to have a relativistic generalization 
of Brownian motion processes. This procedure gives the in­
teresting result that when the internal variable is suppressed, 
supersymmetry arises. This indicates that when the Euclid­
ean Markov field formalism is developed for a scalar particle 
from stochastic mechanics integrating out the internal space 
variables, we have hidden supersymmetry. This makes Nel­
son's stochastic quantization procedure equivalent to that of 
Parisi and W u in the sense that both these precedures involve 
hidden supersymmetry. 

However, these results have been derived at T = O. We 
shall study here supersymmetric features of Nelson's sto­
chastic quantization procedure at T #0. Indeed, it will be 
shown that even at T # 0, these results hold. This indicates 
that the crucial result derived by van Hove regarding the 
unbroken nature of supersymmetry at T #0, when it is un­
broken at T = 0, involving quantum mechanical operators is 
also valid for random phenomena generating supersym­
metry. 

II. STOCHASTIC FIELD THEORY AT FINITE 
TEMPERATURE 

It has been shown that when an internal variable SI./. is 
incorporated in addition to the space-time variable xI./. to a 
quantum oscillator, an internal helicity is generated that cor­
responds to the fermion number ofthe system.4 So to quan­
tize a fermion we can start with a classical oscillator with an 
internal variable such that when quantized, this internal 
variable will give rise to internal helicity. We now want to 
apply Nelson's stochastic process to this system at finite tem­
perature T #0. Nelson's stochastic quantization procedure 
is based on the assumption that the configuration variable 
q(t) is promoted to a Markov process. The conditions of the 
process are (i) existence of universal Brownian motion, and 
(ii) validity of the Euler-Lagrange equation. Since we are 
also dealing with internal space, we assume the existence of 
Brownian motion both in external and internal space. Hence 
we denote the configuration variable as Q(t,so),where So is 
the fourth component of the internal four-vector Sl./.. The 
variable Q(t,So) is assumed to be a separable function given 
by 

Q(t,So) = q(t)q(so) . (1) 

We assume that the process Q(t,so) satisfies the stochastic 
differential equations, 
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dQ, (t,so) = bj (Q(t,so) ,t,so)dt + dOJ, (t) , 

dQj (t,so) = b ;(Q(t,so),t,so)dso + dOJ j (So) , 
(2) 

where bj(Q(t,so),t,so) and b ;(Q(t,so),t,so) correspond to 
certain velocity fields in the external and internal space and 
the dOJj exhibit independent Brownian motion. Since the 
process is a true Markov process, dOJ j (t)(dOJj (so» does not 
depend on Q(s,s') for s<,t (s'<SO). The expectation values 
satisfied by them at T # 0 are6 

(dOJj(t»T#O =0, (dOJj(SO»T".O =0; 

(dOJj(t)dOJj(t'»T".O = {jij i ejO)n(t-t') dtdt', 
13m n= -a 

(dOJ j (So)dOJj (s ~» T".O 

with 

= {jij i e'O)n(So - SO> dSo ds ~ , 
ptf> n = - a 

OJn = 21Tnlpli . 

(3) 

(4) 

It is easily seen that in the limit 13 .... a, the finite-temperature 
behavior of dOJ reduces to the case at T = O. It is noted that 
these correlation functions have been chosen in such a way 
that the KMS condition for equilibrium states is satisfied. 
However, for a pure stochastic interpretation we may con­
sider Eqs. (4) as a postulate. In above equations Ii is Planck's 
constant divided by 21T and m and tf> are suitable constants. 

The description is asymmetrical in both "external" and 
"internal" time but we can also write 

dQj (t,So) = b r(Qj (t,so) ,t,so)dt + dOJr (t) , (5) 

dQj (t,So) = b ;*(Qj (t,So),t,So)dSo + dOJr(so) , (6) 

where now OJ· has the same properties as OJ except that 
dOJr(t) [dOJj(so)] are independent of Q(s,s') for 
s>t(s'>So)' 

Now we can derive the following moments of the config­
uration variables as (qj (t» = (qj (so» = 0: 

(7) 

Thus the moment of product variable satisfy the following 
moments at T # 0, 

(Q(t,So» = 0 , (8) 

(Qj (t,So)Qj (t ',s ~» 

(9) 

Now we want to get a relativistic version of stochastic field 
theory, i.e., we have to define a real stochastic scalar field 
4> (x,t,s). Let us consider a bounded and smooth region Gin 
R 3. Letej (x) be the characteristic orthonormal set ofeigen­
functions of the three-dimensional Laplacian in G, i.e., 

aej(x) = - k7e/(x) . (10) 
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A similar characteristic function ej (~) is defined for internal 
three-dimensional space so that 

a'ej(~)= -1Tjej(~)' 

where 

a'=~+~+~. 
asi as~ as~ 

Then the stochastic nonlocal field 4> (x,t,s) can be generated 
by associating a stochastic oscillator with each Qj (t,So) and 
taking the limit G ..... R 3, i.e., 

4>(x,t,s) = I qj (t)ej (x)qj (so)ej (~) . 
j,j 

(11 ) 

The moments of 4> (x,t,s) are derived from the moments of 
q(t), q(So) at T #0 as follows: 

(4) (x,t,s) ) = 0, 

It is noted that in the limit So = S ~ = 0 the correlation func­
tion (7) just reduces to 

{jij a 

(qj (So)qj (s ~» = p~ n =~ a OJ,2 + OJ~ 

{j.. 1T ( 1 ) = _IJ _ _ coth - Pfzw' 
ptf> OJ' 2 ' 

(14) 

where the relation used is 

a 

I 
1 1T 

2 2 = - (coth 1Ta) . 
n +a a 

(15) 
n= -a 

This is a function of temperature and can be taken outside 
second integral of Eq. (13) and integrating the rest over S 
space we get the correlation function as 

(4) (x,t)4>(x',t '» 
1 1 1T ( 1 ,) 1 

= (21T)3 ptf> OJ' coth "2 pfzw 
(21T)3 

(16) 

Now we want to show that when the anisotropic feature 
of the internal space-time corresponding to the variable Sl-' is 
taken into account implicity we can obtain the fermionic 
propagator in Euclidean space-time. For this purpose the 
anisotropy is generated by two opposite orientations of inter­
nal variable Sl-' (and hence of 1T1-' = i a lasl-') and consider 
that the two opposite internal helicities correspond to parti­
cle and antiparticle states. 

Equations (12) and (13) are effectively a correlation 
function in eight-dimensional space-time, four-dimensional 
in the external space-time variable and four-dimensional in 
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internal space-time. Introducing a mapping between exter­
nal and internal space Eqs. (12) and (13) can be reduced to 
an effective four-dimensional expression in an external 
space-time variable so that the anisotropic feature of internal 
space is focused properly. The mapping is as follows: 

k 2 =(k',1T); x 2 =(x',s) and m2 =m'."o. (17) 

I 

Here (A,B) denotes an Euclidean product and each compo­
nent of k(x) is 

k; = Jk ;1T;, X; = Jx;s; . (18) 

The correlation function of the new field variables can now 
be obtained from expressions (12) and (13) for a particular 
moden = 1: 

(19) 

This mapping shows that the behavior of the particle in the external space is a manifestation of the behavior of the internal 
constituents and the motion of the particle is governed by the motion of constituents in the internal space as a whole. 
According to our assumption anisotropy of the internal space is due to a direction vector fixed in internal space and this gives 

rise to internal helicity. The two opposite helicities can be taken to be represented by i[ii and - i[ii and correspond to 

particle and antiparticle states. So for a single helicity state depicting particle (or antiparticle) we should take - i[ii 
(or i[ii) as a vanishing term. Taking - i[ii = 0 we see that the expression (18) reduces to the form 

- - 1 f e'lk,(x-x'») d 4k 
(~(x,t,s)~(x',t',s'» =/( /3) --4 2m5(w\ - ko), 

(21T) i.J72 + m 
(20) 

where we have taken m = 1T
o = 1. 

Now we can choose a matrix (Y I' kl' + m) = (1.; + m) with two degenerate eigenvalues ± i.J72 + m that can be diago­
nalized by a unitary matrix U: 

(

i.J72 +m 

<l+m) ~ V-' ~ 

o 
i.J72 + m 

o 
o 

o 
o 

- i.J72 + m 

o 

Thus we just get the fermionic propagator in Euclidean 
space-time, 

(4)(x,t,s)4>(x,t,s) ) 

1 f e;(k,(x - x'») d 4k 
=/( /3) --4 2m5(w\ - ko)· (22) 

(21T) Yl'kl' + m 

Thus Eq. (22) gives the fermionic propagator in Euclidean 
space-time and the new field 4> (x,t,s), where the anisotropic 
feature of internal space is manifested by internal helicity 
depicting a fermionic field. 

III. SUPERSYMMETRY AT FINITE TEMPERATURE 

In this section our aim is to establish the fact that super­
symmetry is there at finite temperature when we apply the 
stochastic quantization process to a scalar nonlocal field 
when the anisotropic feature of the internal space vanishes. 
In view of this, we rewrite the stochastic differential equa­
tions involving the configuration variable Q(t,so} in the 
form 

dQ(t,so} = b (Q(t,so},t,so)dt + dw(t) , (23) 

dQ(t,so} = b '(Q(t,so},t,so)dso + dw(so) . (24) 

Here dw(t)(dw(so}) does not depend on Q(s,s'} for s<t 
(s' <so). Since the description is asymmetrical in both exter­
nal and internal time we can also write 
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o ) o u. 

-i;+m 

dQ(t,so} = b *(Q(t,So},t,So}dt + dw*(t) , 

dQ(t,So} = b '*(Q(t,So},t,so)dso + dw*(So) , 

(21) 

(25) 

(26) 

where now w* has the same properties as w except that 
dw*(t)(dw* (so» are independent ofQ(s,s'} for s>t (s'>so)' 
From this we can define external current and osmotic veloc­
ityas 

V(x,t,s} = !(b(x,t,s) + b * (x,t,s») (27) 

and 

U(x,t,s} = ~(b(x,t,s) - b * (x,t,s}) . (28) 

Similarly the internal current and "internal" osmotic veloc­
ities are defined as 

V' = Hb , (x,t,s) + b '*(x,t,s}} (29) 

and 

U' =!{b , (x,t,s) - b '*(x,t,s}} . (30) 

When the stochastic field <I>(x,t,s} is constructed from the 
random oscillators according to Eq. (II) and the external 
current velocity and the internal current velocity are ex­
pressed in the differential form 

(31 ) 
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V,_6W' 
- 6<1> ' 

(32) 

it is evident [from Eqs. (23), (25) and (24), (26)] that 
<I>(x,t,s) can be taken to satisfy the Langevin equation in 
external and internal space-time, 

a<I>(x,t,s) = 6W+ (x t l-) at 6<1> 17 "~ , (33) 

a<I>(x,t,s) = 6W' + '(x t to) aso ,,<I> 17 ,,~, (34) 

where 17 (x,t,s) and 17' (x,t,s) are white noises. The relations 
satisfied by them at T =1= 0 are 

(17 (x,t,s» = (17' (x,t,s» = 0 , 

(17(x,t,s)17(x',t ',s'» 

n= -a 

(17' (x,t,s)17' (x',t ',S'» 

a 

X L i",.(So - so) e . 
n= -a 

(35) 

(36) 

(37) 

In the absence of internal anisotropy So = 0, Eq. (34) re­
duces to 

"W' , - --= 17 (x,t) . 
6<1> 

(38) 

Considering the equation in one dimension and writing U 
and W' we get 

-~=17'(X). 
6<1> (x) 

(39) 

Now for one particular mode n = 1, we can write, from Eq. 
(37) when So = S ~ = 0 and the internal space variable S is 
integrated out, 

(17'(x,t)17'(x',t'» = /3~0 63(x - x')ei",,(t- to) 

= /3~ ~(x - x')211"6(w 1 - ko) . 

(40) 

In the one-dimensional case, 17'(x) in Eq. (39) satisfies the 
relation 

(17'(x)17'(x'» =/( /3)6(x - x') , (41) 

which is Gaussian in nature. 
Now,asParisiandSourlas7 haveshown,ifEq. (39) has 

one and only one solution <1>., (x), the expectation value of 
any function of <I>(x) is given by 

which can be written in the form 
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F(<I» = J 1>17.De1> exp( - ~ J 172 (X)dX) 

X [F(<I>(x) ]6(~ 6U + 17(X»)det[ VXy ] , 
u<l>(x) , 

(42) 

where 

U = __ "_2U __ 
x,y 6<1> (x)6<1>(y) 

(43) 

Now writing det [ UX,y] as an integral over anticommuting 
variables, we have 

F [<I>17(x)] = J 1><1> D\fI F [<I>(x) ]exp 

-[ ~ J dx U; + J dx dy \fi(x) UX,y \fI(Y)] 

(44) 

where 

S(<I>,\fI) = ~JdXU;+ Jdxdy\fi(X)Ux.y\fl(Y). 

This action is invariant under the supersymmetry transfor­
mations 

6<1>(x) = N'(x) + \fi(X)E, (45) 
6\fi(x) = - 'lUx, 6\f1(x) = - EUx . 

This suggests that supersymmetry invariance also becomes 
implicit in Nelson's stochastic mechanics at finite tempera­
ture. This supports the results of van Hove involving quan­
tum mechanical operators that when supersymmetry is un­
broken at T = 0, it remains unbroken at T =1=0. Our analysis 
suggests that this is true for supersymmetry generated from 
random phenomena, too. 

IV. DISCUSSION 

We have studied here stochastic field theories at finite 
temperature and the hidden supersymmetry found to be still 
there at T:f 0 as it is at T = O. The correlation functions of 
stochastic fluctuations have been chosen in such a way that 
the KMS condition is valid. That means that the equilibrium 
condition is built into the physical system considered here. 
But we must point out that, for the restoration of supersym­
metry, we must assume that the anisotropy of the internal 
space is suppressed so that the internal time So vanishes and 
the internal space variables can be integrated out; thus we get 
a local stochastic field only in terms of the external space­
time variable. However, this destroys the equilibrium state 
and leads to a nonequilibrium condition. Indeed this be­
comes apparent from the fact that finite-temperature field 
theory in Minkowski space requires the existence of an extra 
field ("ghost field") that maintains time-reversal invariance 
(Z2 symmetry) with the physical field as shown by Niemi 
and Semenoff.8 When this Z2 symmetry is broken we achieve 
a nonequilibrium state. In a recent paper we have shown that 
this ghost field can be associated with the field in the internal 
space when the stochastic nonlocal field is written as a ther-
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mal doublet (:m), where «I>(x) corresponds to the field in 
the external space and «I>(S") corresponds to the field in the 
internal space. Thus, when the internal time variable is taken 
to be vanishing and the internal space variables are integrat­
ed out, Z2 symmetry is destroyed and we attain a nonequilib­
rium state. That means that equilibrium is destroyed in the 
supersymmetric phase. 

It may be remarked here that for equilibrium states, the 
KMS condition not only in the external space but also in the 
internal space is an essential feature.9 This is manifested in 
the fact that a stochastic field involving only the external 
space faces serious trouble since the two-point correlation 
function at T = 0, (<I> (x,t) <I> (x',t '», involving only space­
time variables, is not Lorentz invariant (rotationally invar­
iant) when it is derived from the finite-temperature correla­
tion function taking the limit {3 ..... a (see Ref. 6). Indeed, the 
stochastic fluctuations operating at T =1= 0 still have a residual 
effect at T = 0 through the moment of the component oscil­
lators. However, when the moments of the stochastic fields 
are determined incorporating two fields (one in the external 
variable and the other in the internal variables), this Lorentz 
invariance may be restored through CPT invariance as the 
symmetry manifested in this two-field formalism implies 
time reversal invariance, which again becomes equivalent to 
CP symmetry. 

Finally we may point out that when the equilibrium is 
destroyed, the isotropic or the anisotropic feature of the in­
ternal space gets changed leading to the change in statistics 
ofthe thermal doublet and as such Z2 symmetry is violated. 
This indicates that there may exist a critical temperature Tc 
below which supersymmetry remains broken, and, at 
T> Tc ' supersymmetry is restored. This means that even 
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when at T = 0 supersymmetry remains broken implying an 
eqUilibrium state, we can achieve a critical temperature Tc 
when eqUilibrium is destroyed and supersymmetry is re­
stored. This is a very significant result that we can achieve 
when supersymmetry is associated with random phenome­
na. Thus for a random process van Hove's result, i.e., when 
supersymmetry remains unbroken at T = 0, it will also re­
main unbroken at T =1=0, is found to be valid implying that 
unbroken supersymmetry indicates a nonequilibrium state. 
Thus at T =1= 0 this nonequilibrium condition will persist. But 
when at T = 0 we have an eqUilibrium state implying broken 
supersymmetry a nonequilibrium state may be attained at a 
critical temperature when supersymmetry is restored. This 
spontaneous breakdown of supersymmetry at a critical tem­
perature will then give rise to thermal doublets of opposite 
statistics, which will appear as new zero-energy modes as 
suggested by Matsumoto et al.1O in the context of thermo­
field dynamics. 
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The Virasoro algebra and group are examined in (3 + 1) -dimensional theory with an Abelian 
gauge field coupled with the gravitational field. The two-cocycle for the group is constructed 
by using the so-called descent equation. Its infinitesimal version gives the Schwinger-Jackiw­
Johnson term in the Virasoro algebra in 3 + 1 dimensions. It appears that in the case of an 
external monopole field the Virasoro algebra and group in 3 + 1 dimensions are the direct 
generalization of the standard ones in 1 + 1 dimensions, respectively. 

I. INTRODUCTION 

The mixed anomaly in 3 + 1 dimensions arises in the 
theory with matter fields coupled to both gravity and Abe­
lian gauge fields. I-3 If we stipulate that there is no gauge 
anomaly, then there is a gravitational anomaly also called 
the Einstein anomaly in the effective action because of the 
noninvariance of the space-time diffeomorphism. On the 
other hand, the commutator anomaly (Schwinger-Jackiw­
Johnson term) of the Lie algebra of diffeomorphisms ap­
pears in (1 + 1 )-dimensional theory with matter fields cou­
pled to only gravity, and the algebra of infinitesimal diffeo­
morphisms has the form of a Virasoro algebra.4-6 The group 
corresponding to this Virasoro algebra (called the Virasoro 
group) is also discussed by Jackiw and co-workers7

-
1O and 

the present author, II who compute the two-cocycle for the 
group in different ways. 

The purpose of this paper is to describe the Virasoro 
algebra and group in (3 + 1) -dimensional theory with a 
U( 1 ) gauge field coupled to the gravity field. The main point 
is the following. According to the family index theorem, the 
relevant term for a mixed anomaly can easily be determined. 
By using the descent equation one obtains the Schwinger­
Jackiw-Johnson term in three space dimensions. Ofparticu­
lar interest is the case when the Abelian gauge field is fixed to 
be the monopole field. Then, as we shall see, the space frac­
tionalization to S 2 X S I is obtained in a natural way and the 
algebra of infinitesimal diffeomorphisms will be exactly a 
Virasoro algebra in the radial variable; the angular coordi­
nates appear in a trivial way as extra labels. The correspond­
ing Virasoro group is also constructed and seen to be a direct 
generalization of the standard one in 1 + 1 dimensions. 

II. THEORY 

I shall first give an introduction to the Virasoro algebra 
and group in 1 + 1 dimensions, since the higher-dimension­
al case can be reduced to the former by factoring out the 
angular polar coordinates. 

Let Diff(S I) be the diffeomorphism group of smooth 
one-to-one maps S I __ S I, and Lie(Diff(S I »)=Vect(S I) its 
Lie algebra. Consider the Virasoro algebra Vect (S I ) A 
= Vect(S I) ED i R with the commutator II 

(1) 

where~ d /dx,1J d /dxEVect (S I) andcisarealconstant;iR 
commutes with everything. If Lm = Mmx d /dx, then 

[Lm,L,,] = (m-n)Lm+" +ic/3(m,n). 

At the group level we have a group Ext(Diff(S I») 
=Diff(SI)A, which has Vect(SI)A as its Lie algebra. The 
multiplication law in Diff(S I) A is 

(2) 

where G,HEDiff(S 1 ), A,pES 1 (circle group), and 0 denotes 
composition; a 2

( G,H) is the real-valued function of G and 
H. The infinitesimal version of the a 2 gives the central exten­
sion /3. The associativity of the group multiplication law (2) 
implies that a 2 obeys the two-cocycle condition 

(Aa2
) (G,H,L) =a2 (H,L) - a 2 (GoH,L) + a 2 (G,HoL) 

- a 2 (G,H) = 0 mod n, (3) 

where A is the coboundary operator. 12 

The solution to (3) can be obtained as follows. Let r:1' 
be the Christoffel symbol. Define the Christoffel connection 
one-form r = (r:) = (r:1' )dxl'. The corresponding cur­
vature two-form is R = dr + r2. A finite diffeomorphism 
on S n is simply the coordinate transformation3 

rex) --r'(x') =rG = g(x) -I(r + d)g(x), (4) 

where 

a. 'a 
(g(x)-l)ap = a~' x' = G(x). 

Consider the diffeomorphism group Diff(S") of smooth 
one-to-one maps S n --S" . The group multiplication is de­
fined by the composition 

GH=GoH, GoH= G(H(x»). (5) 

Let i ( = 0,1,2, ... ) specify some particular gauge, for exam­
ple, 

o=r, l=rG =g(x)-I(r+d)g(x), 

2=rGH = (g(x)h (G(x)))-l(r + d)(g(x)h (G(x»), ... 
(6) 

The starting point is the Chern-Pontryagin form in four di­
mensions 

O.-I(R) = c tr R 2, (7) 

where c is a normalization constant so that 
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As is well-known, 0 4- 1 is exact, 

0 4- 1 = dO~ (r) =dO~ (0), (9) 

with O~ being the Chern-Simons form in three dimensions: 

O~ (0) = c tr(r dr + ~r3). (10) 

Applying the coboundary operator to (10) gives 

(aO~ )(0,1) =O~ (1) - O~ (0) 

=cdtr(rdgg- I ) -c!tr(dgg- I )3. (11) 

The three-form C (3) = - !tr(dg g-I)3 is closed and locally 
C (3) = dH (2) forsometwo-formH 2.lfg = exp(u), thenH 2 

can be computed byl3· 

1 it H(2)(g) = - - tr(dg(x,t)g(x,t)-1)3, 
3 0 

(12) 

whereg(t,x) = exp(tu(x»). Thus we obtain the two-dimen­
sional Einstein (or gravitational) anomaly 

0~(0,1) =ctr(rdgg- I ) +CH(2)(g). (13) 

Similarly, 

(aO~ )(0,1,2) 

=O~ (1,2) - O~ (0,2) + O~ (0,1) 

= c tr(h (G(X»-I dh (G(x»)dg(x)g(x) -I) 

+ CH(2)(g(X») + CH(2)(h(x») 

+ CH(2)(g(x)h (G(x»). (14) 

Let D 2 be some two-disk in four dimensions. Then any 
smooth one-to-one map G: D 2 ..... D 2 can be restricted to the 
one G: aD 2 ..... aD 2, where aD 2 is the boundary of D2. We 
shall consider the case S 1 = aD 2. Let G and Hbe two diffeo­
morphisms of D 2 such that Go H: D 2 ..... D 2; then we can define 

a2 (G,H) = i (aO~) (0,1,2) 
D' 

= c i {tr(h (G(x) )-1 dh (G(x) )dg(x)g(x) -I) 
D' 

+ H(2)(g(X») + H(2)(h(x») 

+ H(2)(g(x)h (G(x»))}. (15) 

The analogy with Refs. 14 and 15 shows that modulo an 
integer Z the function a2 is independent of the chosen disk 
D 2. The two-cocycle condition can be checked similarly. 

In the infinitesimal vicinity of the identity g(x) 
= 1 + u(x), we obtain 

a2(G,H) =cl Inh(G(x»)dlng(x) 
s' 

=cl dxlnH'oG(x)a" In G'(x) 
s' 

=cl dx In H'oG(x) G"(x) . (16) 
s' G'(x) 

Hence 
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(17) 

It follows that the Lie algebra of the group Diff(S I) A is the 
standard Virasoro algebra Vect(S I) A. 

I shall next go to 3 + 1 dimensions. Let 0 and I denote 
the Abelian gauge potential one-form and the gauge field 
two-form coupled to the gravity, respectively. The relevant 
term for the mixed anomaly is 

06- 1(J,R) = cltr R 2 (I = do), (18) 

where c is a normalization constant so that 

Locally 0 6- 1 is exact, 

n 6-
1(J,R) = dn~ (J,r) =dn~ (J,O), 

and O~ is the Chern-Simons five-form, 

n~ (J,O) = cl/\ tr(r dr + ~r3). 
Taking a of O~ gives 

(an~ )(J,0,1) =O~ (J,1) - O~ (J,O) 

=cl/\dtr(rdgg- I ) 

(19) 

(20) 

- c!1 /\ tr(dg g-I )3. (21) 

Thus we have the Einstein (or gravitational) anomaly in 
four dimensions: 

O~ (J,0,1) = cl /\ tr(r dg g-I) + cII\H(2)(g). (22) 

Now let D 4 be the four-disk in six dimensions. Then any 
smooth one-to-one map G: D 4 ..... D 4 can be restricted to the 
one G: aD 4 ..... aD 4, where aD 4 is the boundary of D4. We 
shall consider the case S 3 = aD 4. Let G and Hbe two diffeo­
morphisms of D 4 such that Go H: D 4 ..... D 4. We can define 

a2 = i (an~)( J,0,1,2) 
D4 

= c i 11\ {tr(h (G(X»)-I dh (G(x»)dg(x)g(X)-I) 
D' 

+ H(2)(g(X») + H(2)(h(x» 

+ H(2)(g(x)h (G(x)))}. (23) 

Again modulo an integer Z the function a 2 is independent of 
the chosen disk D 4, and a 2 obeys the two-cocycle condition. 

In the finite vicinity of the identity g = 1 + u(x), we 
have 

a2=cl l l\tr(lnh(G(x»)dln g(x». (24) 
s' 

It follows that a 2 = 0 ifthe Abelian gauge field I = 0 on the 
three-dimensional space S 3. Except for the factor J, the 
Schwinger-Jackiw-Johnson term [(23) and (24)] is the 
same as in the two-dimensional case studied earlier. 

Suppose now that the three-dimensional space S 3 
= aD 4 factorizes to S 2 X S I, which corresponds to periodic 

boundary conditions with respect to the radial variable r for 
the field components. Following Mickelsson, 16 we can inter-
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pret a point on S 2 as giving the polar angles in the physical 
three-space. If now /;j is the field of a monopole, 
f = sin2 () d() 1\ dr/J, then 

a2( G,H) = c r sin2 () d() 1\ dr/J 
JS'XD' 

1\ {tr(h (G(X»)-I dh (G(x»)dg(x)g(x) -I) 

+ H(2)(g(X») + H(2)(h(x») 

+ H(2)(g(x)h (G(x»))}, (25) 

where, as before, the boundary of D 2 is S I. Equation (24) 
becomes 

a2( G,H) = c r (In h (G(r,r) )a, In g(r,r» 
JS2 X SI 

X sin2 () d() 1\ dr/J 1\ dr, (26) 

where r is the unit vector determined by the angles «(),r/J). It 
follows that 

c/3(~,1]) = c r (a,1](r,r)a~~(r,r»)sin2 ()d()l\dr/Jl\dr 
JS'xs l 

= ~ r (a ~1](r,r)~(r,r) - a ~~(r,r)1](r,r») 
2 JS'xs l 

X sin2 () d() 1\ dr/J 1\ dr, (27) 

which is just the arithmetic mean value over S Z of the one­
dimensional Virasoro algebra central extension 

~ r (1]"'(r)~(r) - ~ "'(r)1](r»)dr. 
2 JSI 

(28) 

Now we can define the Virasoro algebra and group on 
S Z X S I. Let Diff(S Z X S I) be the diffeomorphism group 
of smooth one-to-one maps SzXS1 ...... SZXS I and 
Lie(Diff(SzXS I»):=Vect(S2 XSI) its Lie algebra. We 
define the Virasoro algebra Vect (S 2 X S I) A = Vect(S 2 
X S I) ED i R by the commutator 

[~(r,r) i. ,1](r,r) i.] 
ar ar 
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= (a,~(r,r)1](r,r) - a,1](r,r)~(r,r») i. + ic/3(~,1]), 
ar 

(29) 
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where ~alar, 1] alar EVect(S2 XS I) and c/3(~,1]) is 
given by (27). The corresponding Virasoro group 
Diff(S2XSI)A = Diff(S2 XSI) XS I is defined by the fol­
lowing multiplication law: 

(G,A)(H,fL) = (GOH,AfLeiZ-rra'(G,H», (30) 

where G,HEDiff(S 2 X S 1), A,f.lES 1 (circle group), and a Z is 
given by (25). It is not hard to see that the multiplication law 
( 30) associates since the function a Z obeys the two-cocycle 
condition. Equation (30) is seen to be a direct generalization 
of the one-dimensional Virasoro group. 
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The N = 4 extended supersymmetry in four-dimensional space-time is considered from the 
viewpoint ofthe two included N = 2 extended supersymmetries. Using the results for the 
structure of the irreducible superfields in N = 2 superspace obtained earlier the task of explicit 
construction of N = 4 irreducible superfields with SU (2) X SU (2) internal symmetry in 
N = 2 X 2 superspace is solved. The decomposition of the N = 4 scalar superfield into N = 4 
irreducible ones is described and the rules for collecting the irreducible scalar N = 2 X 2 
superfields with SU (2) X SU (2) internal symmetry into N = 4 irreducible scalar superfields 
with SU ( 4) internal symmetry are set. To illustrate this method a simple consistent way of 
constructing the linearized off-shell N = 4 conformal supergravity in N = 4 superspace is 
shown. 

I. INTRODUCTION 

Over the last 10--15 years, a great deal of information 
has been obtained on supersymmetry and supergravity. The 
superspace formalism originally invented by Salam and 
Strathdee, I which proved to be adequate for the description 
of N = 1 supersymmetric theories, turns out to be very com­
plicated in the extended supersymmetry case. As is well 
known, the reason for this is the increasing number of non­
physical components in a superfield as the number of anti­
commuting coordinates increases. The mass dimension of 
the superspace measure also increases while the dimensions 
of the physical fields remain unchanged. As a result, super­
space formulations of extended theories are notoriously dif­
ficult to construct. 

Recent developments in extended supersymmetric the­
ories concerning the invention of the harmonic superspace 
approach by Galperin et a[.2 will possibly solve many of the 
problems in extended supersymmetry. Indeed, the success of 
this approach in describing N = 2 and N = 3 supersymme­
tric models is impressive. At the same time, the preference 
for N = 4 harmonic superspace over the usual N = 4 super­
space is not obvious at all. There are some indications3 that 
the harmonic supers pace approach is unsufficient in its pres­
ent form to solve the outstanding problems concerning the 
off-shell description of N = 4 supersymmetric field theories. 
Clearly, N = 4 supersymmetry is the one of special interest: 
it corresponds to N = 1 supersymmetry in the ten-dimen­
sional space-time, which is relevant for superstrings: it is the 
maximally extended supersymmetry in the four-dimension­
al space-time, which can be incorporated in the construction 
of various off-shell N = 4 theories, e.g., N = 4 conformal 
supergravities. 

This explains our interest in the investigation of the irre­
ducible superfields in N = 4 extended superspace. The 
N = 4 supersymmetry was discussed in many works from 
various points of view. 4-15 In this work we develop our meth­
od, which was previously used for explicit construction of 
the irreducible N = 2 superfields and the analysis of the 
structure of N = 2 supersymmetric models. 16 

To give an example. we briefly summarize the decompo-

sition of a general N = 2 scalar superfield into the irreducible 
ones by means of our method. According to the well-known 
results, I a general N = 1 scalar superfield decomposes into 
the sum of chiral, antichiral, and linear superfields. The 
N = 1 superprojectors are given byl 

E+ = - (l/4D)1)2D 2
, E_ = - (l/4D)D 2D2

, 

EI = (l/2D)D aD 2Da = (l/2D)DaD 2D a. 
(1.1) 

Consider now a general scalar N = 2 superfield, which 
depends on two sets of spinor anticommuting coordinates, 
each one being the set ofthe anticommuting coordinates for 
N = 1 superspace. Taking into account the decomposition 
( 1.1 ), we can easily define 3 X 3 = 9 (maybe reducible) 
SO (2) -extended superfields in N = 2 superspace. One can 
show that all these superfields are, in fact, irreducible with 
the only exception being the last one flJl,I' which appears to 
be the sum of two irreducible superfields. At the second 
stage, arranging the anticommuting coordinates and the su­
perspace covariant derivatives into fundamental SU (2) 
doublets, it is not difficult to unite these 9 + 1 = 10 SO(2)­
irreducible superfields (or corresponding superprojectors) 
into the SU(2) ones. Extensively using the information 
about N = 1 superfields, I we have explicitly constructed all 
irreducible SO(2)- and SU(2)-extended scalar superfields, 
N = 2 supersymmetry transformation laws for independent 
components, superprojectors, and invariant quadratic La­
grangians l6,17 and have generalized our consideration to 
N = 2 irreducible superfields with an external index. 17 

In this work we follow a similar approach, but apply it to 
N = 4 supersymmetry, which is considered from the view­
point of the two included N = 2 supersymmetries. The pre­
liminaries concerning the relevant facts about N = 2 and 
N = 4 superspaces are cited in Sec. II. Our conventions and 
notation can also be found in Sec. II. Section III is devoted to 
the explicit construction of the irreducible superprojectors 
in N = 2X2 and N = 4 superspaces [in the discussion con­
cerning the N = 4 superfields with SU (2) X SU (2) internal 
symmetry we prefer to use the term .oN = 2 X 2 superspace," 
while the usual term .oN = 4 superspace" will be referred to 
the superfields with SU ( 4) internal symmetry]. In Sec. IV 
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we apply our method to the construction of the particular 
N = 2X2 superfield with 128 + 128 independent compo­
nents. As a by-product, the linearized off-shell N = 4 confor­
mal supergravity is formulated in Sec. V. Our conclusions 
are summarized in Sec. VI. 

II. PRELIMINARIES CONCERNING THE N=2 AND N=4 
SUPERSPACESj OUR NOTATION AND CONVENTIONS 

Our conventions for the d = 3 + 1 space-time signature 
and for the Levi-Civita symbol €l'vJ..p are 

'TJI'V = diag( + - - -), €0123 = + 1. (2.1) 

The conventions for 4 X 4 Dirac gamma matrices are 

{YI"Yv} = 2'TJI'Y' 

Ys = YOYIYZY3' rs = - 1, a = YI' aI" (2.2) 

C-1yI'C= -Y;, c T = -C, 

where C is the charge conjugation matrix. 
The convenient realization of Dirac gamma matrices, 

which is appropriate for the two-component formalism, is 
given by 

YO=( 0 
12 

(2.3) 
. (12 
lYs = 0 

whereO"a (a 1,2,3) are the usual Pauli matrices. The two­
component formalism for spinors is based on the relations 

(for details, see, e.g., Ref. 18), where r/J is any Majorana 
spinor in d = 4: r/J = c"ipr. Explicitly, 

O"l'a/J = (l,O"a )aIJ' if;/ = (1, - O"a ,aP, 

a = 1,2, it = i,i, 
O"l'uy + O"viTI' = 2'TJl'v' ul'O"y + iTv O"I' = 2'TJl'v' 

aaa = 0"1' aa aI" a aa = o:a aI" (2.5) 

aaaa irP ~o, aaa aaIJ = 1520, 

o:a = ~~/JO",..P/J' O"l'aa = €ap€a/JcJ;!, 

tr(O"l'iTv ) = 2'TJl'v' 

Our conventions for the two-component spinors are 

'I/la = €aPrfJP, rfJP = ~rr/Jr' 

"¢Ia = €a/J~' ~ = ~"¢Ia' 
€ap~r = 15~, €a/J~r = 15~, 
€12 = c l = ~i = €ii = - 1. 

(2.6) 

To simplify the notation, Lorentz SL(2,C) indices are some­
times suppressed in their "natural" position, for example, 

«(JO",.. ij) =(JaO"l'a/Jr/ = - (ijiTl'(J), 
(2.7) 

To designate Lorentz indices, Greek letters are used 
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throughout this paper. These indices are raised and lowered 
with € symbols as in (2.6). For SU(2) indices we use lower 
case Latin letters, whereas capital Latin letters are used for 
SU (4) indices. Commas separate the indices referred to 
SU(2) XSU(2), viz., 

XA=(Xi',x,i), A=1, ... ,4, ;=1,2. (2.8) 

The totally antisymmetric SU ( 4 ) -invariant € symbol is nor­
malized as follows: 

(2.9) 

With this normalization conventions the following relations 
are valid: 

..Jj ... ....ABCD 
t'£ij = - 2, €,J£jk = 15k, e €ABCD = - 24, 
...ABCD £~D ...ABCD 2~c ~D 
e'- €ABCE = - VUE' e €ABMN = - U[MUN I' 

Xi = ~jXj' Xi = €ijX j, x A = (1//6)~BCDXBCD' 
X BCD = - (1//6)€ABCDXA. (2.10) 

The symmetrization and antisymmetrization are defined 
without normalizing factors, viz., 

(2.11 ) 

The products of the Grassman anticommuting coordinates 
of N = 2 superspace are given by 

(Jij = (Jf(Jai' (JaP = (Jai(Jp, (Jij(JaP = 0, 

«(J3)~ = i(Jij(Jja = !(Jap(JPi, 

(J4 = b(Jij(Jij = - -b.(Jap(JaP = 1(Jf«(J3)~. 

(2.12) 

Similar relations can be found for N = 2 superspace covar­
iant derivatives. The analogous formulas for the 0 's (15 's) 
easily follow by complex conjugation. 

The products of the anticommuting coordinates of 
N = 4 superspace are defined in a similar fashion: 

(J~ = «(J ~,(J ~), (JAB = !(JAa(J!, 

(J ;JBJ=!(J~A(J~I = !(J1a(J:p 

«(J3)aPrD = - t€ABCD(J~(J:(J;, 
«(J3)~ABJC = -!(J ~BJ(JPC = i(J ~A(JBJC, 

«(J4)aPr6 = -14€ABCD(J~(J:(J;(Jf, 
4 A 3 A AC [DEJ (2.13) 

«(J haP = «(J )aPrB(J r = - !€BCDE(J (J aP ' 

«
(J4)[ABJ _ I~ (J[ABJaP(J[EFJ 

[CD 1- -U"CDEF aP 

_ 1€ «(J 3) [EFIA(J Ba 
- 4 CDEF a 

= 1£ CDEF ( (J 3) ;:B JE(J Fa 

= i£CDEF(J [AE (J B IF. 

In actual calculations the reduction formulas for the prod­
ucts of anticommuting coordinates are needed. In N = 2 su­
perspace they are given by 
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(2.14 ) 
. . k 1 ··..1<1 '(kJ)' 4 

(}~(}~(}/}8 =!(E'J(: Ea(rE8)P -EaPEr8 E' E~)(} . 

The reduction formulas in N = 4 superspace are of the form 

(}~(): = EaP(}AB + (}~Bl, 
(}~(}:()~ = ~BCD«(}3)aPrD + ~«(}3)!~BlCEP)r 

+ «() 3) !:ClAEr)a + «(}3)!;AlBEa)P)' 

(}~(}:(};()~ = ~BCD«(}4)aPr8 

+ H~AB(CEr8«(}4)~~p - ~DA(BEPr«(}4)i~a 

+ ~CD(AE «(}4)B) _ ~BC(DE «(}4)A) } 
aP Er8 8a EPr 

+ 1{~FBCEa(pEr)8 «() 4) !~: I 
- ~FCDEP(rE8)a«(}4)!~:\ 

+ ~FDAEr(8Ea)p«(}4)I~ill 

- ~FABE8(aEp)r«(}4)li~l}. (2.15) 

Thus we conclude that the SU(2)-irreps (}f, (}ap, (}ij, and 
«(}3)~ realize the following representationsofSU(2): 2,1,3, 
and 2, respectively, whereas the SU(4)-irreps ()~, (}AB, 

() ~B l, «() 3)';r, «() 3)1AB lC, «(}4)apr8, «(}4)~aP' and 
«() 4) l~~ll transform as 4, 10,6,4,20,1,15, and 20' ofSU( 4), 
respectively. Consequently, 

EABCD «() 3)1ABlC = 0, «(}4)~ aP = «(}4)[~~ll = o. 
(2.16) 

Our normalizations of the superintegration 
N = 2 and N = 4 superspaces are given by 

I d 4(}(}4= I d 4({{}4= 1, 

I d 8() () 8 = I d 80 0 8 = 1. 

_ - ij - I (5) 
tP(1,O,2) -D+ «(}lu,.A)Ip. + «(}IUP.() )1p. 

measure in 

(2.17) 

Finally, the covariant derivatives in N = 2 superspace 
(D ~ Jj 1) and in N = 4 superspace (D ~ Jj ~ ) satisfy the al­
gebras 

and 

{ A B} {-a -P} D a,D P = D A,D B = 0, 

{D~,Daj} = i aaalJ}, 
(2.18 ) 

{D~,DaB} = i aaalJ~, 
(2.19) 

respectively. All Grassman derivatives are taken to be left 
ones. 

A general N = 2 scalar superfield decomposes into the 
sum of six N = 2 irreducible ones with U(2) internal sym­
metry.8, 12,16 TheN = 2 superprojectors are given by8,l6 

II - 2 -4 4 o=II(o,o,o) = (lID)D D , 

III = II (112,112,1) = (lID2)D ail) 4(D 3)al' 

II2=II(o,I,2) = (1I4D2)DijD 4Dij, 

II3 =II(1,O,2) = - (l/4D2)DaP1) 4D ap , 

II4 =II(1I2,1/2,3) = (l/D2)(D3)fD4D~, 

_ 2 4-4 
IIs = II (0,0,4) = (lID )D D , 

(2.20) 

where the numbers in brackets indicate the quantum 
numbers of the three Casimir operators of N = 2 superalge­
bra: superspin, superisospin, and N = 2 supercharge, respec­
tively.16 We display here only one real superfield (N = 2 
conformal supercurrent) tP(1,O,2)' which will be used in its 
explicit form in our further calculations. 

The information about the component structure of 
tP(1,O,2) is collected in Table I. 

The superfield itself reads as follows: 

+ -b( (}iUP. 0 i)( (}jupOj)(D'T/p.p - ap' ap)D - -h,() apup' aa uvppO aPT~2J + !( () 31Up. 0 t)DI ~5) 

+ !«() tup. 0 ])01 Z + i6(} 40 4D2D + {(};A ; + !() aPGap + !() aP(Up. 0 1 )aZ :J{2)1 + !(}ij (0 Ii aA j ) 

- (i/24)(}ap(Up.01)a(Up.p apA i)p + !«(}3)f(Oiia)PG,Ba + (1,/8){}<pOij(up.p ap)~IZ + iOij«(}3nV) 

+ iOaP~«(}3)~i a aP(z ~~2) - (i/6) [Up.p apAj ]p) -l(}40ap aaa apPGap + l(}4(0 Ji aA j ) + H.c.}. (2.21) 

Consequently, the N = 2 supersymmetry transformation 
laws are given by 

lJZ (3/2)1 = - (i/2) (~U a )PG p.a p.v v pa 

+ (i/6)eP
I
(up.v av)~GrP 

1246 

lJD = EIA I + H.c., 

lJA ~ = - (i/2)(~)aD + ePIGaP 

+ (up.~)al~5) + (Up.Ej)a1Z, 

lJGaP = 1 (Up.EI ) (a Z 1~~2)1 + ~(aEl )(aA1l' 

lJl(5) = - 1(E.Z (3/2)1) + (i/6) (E.U a A I) + H c P. 4 I P. I p.p P •• , 

Mij = 1(U q E(I) Z(3/2)})a - (i/6)(u a E(i) Aj)a 
P 8 I' v a v pv v a 

+ H.c., (2.22) 

J. Math. Phys., Vol. 29, No.5, May 1988 

lJT(2) = 
p.p 

- !(Up~)a T:~,> + (2i/3)aaiJ 

x (1 (5)fPI - 2/ij"i!) 
,.. p. J 

Having obtained the superfield, we can therefore calculate 
the invariant quadratic Lagrangian in a straightforward way 
as follows: 
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TABLE I. The component structure of t/J(I.O.2)' The highest spin is 2. The highest isospin is 1. All fields are irreducible w.r.t. SL(2,C) xSU(2). Altogether, 
there are 24 + 24 field components. 

SL(2,C) SU(2) 
Components Spin irrep irrep 

T(2) 
I'V 

2 (1,1) 

Z J},:2)i,Z ~~/2)a (l,P + (p) 

ItS) 
I' (M) 

]ij 
I' 

(!,!) 

GafJ,{jaiJ (1,0) + (0,1) 

A~,lf (!,O) + (O,P 

D 0 (0,0) 

L = f d 4() d 40tPZI ,O,2) 

= !O02D + ~(Ai ami) + 2GaP aaa. appoa./J 

+ 21(SJDl(SJ - 21ijDl .. 
f.' f.' f.' f.''J 

_ (Z(3/2JkiaZ(3/2J) + IT(2)T(2J 
f.' 14k 4 f.'V f.'V· 

III. N=2X2 AND N=4 IRREDUCIBLE 
SUPERPROJECTORS 

(2.23) 

Let D ~, ]j f be the covariant N = 2 superspace deriva­
tives w .r. t. the first N = 2 supersymmetry, and let B ~,Jj f be 
the ones w.r.t. the second N = 2 supersymmetry. Both sets 
are contained in N = 4 supersymmetry. 

Taking direct products of six N = 2 superprojectors 
(2.20) in terms of D-covariant derivatives to six N = 2 su­
perprojectors (2.20) in terms of B-covariant derivatives, we 
easily find 6 X 6 = 36 (maybe reducible) superprojectors in 
N = 2 X 2 superspace. The subsequent reduction of these 
N = 2 X 2 superprojectors into N = 2 X 2 irreducible ones is 
achieved solely by algebraic operations of symmetrization 
and antisymmetrization w.r.t. the Lorentz SL(2,C) indices 
only. Then the symmetry properties of the internal symme­
try indices are induced by the symmetry structure of Lorentz 
indices. As a result, we find 50 irreducible N = 2 X 2 super­
projectors which realize 50 irreducible N = 2 X 2 scalar su­
perfields with internal SU(2) XSU(2) symmetry by con­
struction. Explicitly, 

1247 J. Math. Phys., Vol. 29, No.5, May 1988 

2 

3 

2 

Number 
of degrees Young 
of freedom tableau 

5 tffi3 X • 

8+8 ~,f8¥I 
3 ~ 
9 8R1 

3+3 Hl~ 
4+4 G,~ 

noo = (1/~)]j4Jj4D4B4, 

nOI = - (l/04)Bf]j4Jj4D4(B3)~, 

n02 = (1I4~)Bij]j4Jj4D4Bij, 
n03 = - (1I404)BaPjj4Jj4D4BaP' 

n04 = (1I04)(B3)f]j4Jj4D4B~, 

n05 = (l/04)B 4]j4Jj 4D 4, 

nlO = - (1I04)Df]j4Jj4(D3)~B4, 

• 

n;1 = - (l/404)D ~aBfJ]j4Jj4(D3)~a (B3)~p 

n;'1 = - (1I204)DfBia]j4Jj4(D3);P(B3)~, 

n' - (1/1604)D<aBPJB ]j4Jj4(D 3)i Bi Byk 
12 - i i Pk (a yJ ' 

n" = (1/1604)DflB .Ba]j4Jj4(D3)irBJ Bk 
12 I Pi k Y a' 

n' = (1/3604)D(aBPYJ]j4Jj4(D 3)i B 
13 I (a Prj' 

n;'3 = - (l/604)DaiBaPjj4Jj4(D3)iYBpy, 

n;4 = (1I404)D~a(B3)fJ]j4Jj4(D3)~aB~» 
n;~ = (1I2~)Df(B3)ja]j4Jj4(D3);PB~, 

n l5 = - (1I04)DfB4]j4Jj4(D3)~, 

n20 = (1I4D4)Dij]j4Jj4DijB4, 

n~1 = (l/1604)D;pDjPB'kJ]j4Jj4DYiD{y(B3)!" 

n2'1 = (1I1604)DfDfBpk]j4Jj4D~Drj(B3)~, 

n = (111604)D.B ]j4Jj4DijBmn 22 ijmn , 

n23 = - (1I1604)DijBaP]j4Jj 4DijBaP, 

n~4 = - (1I16~)DipDJP(B3)'kJ]j4Jj4DyiD{yB!» 
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ll~4 = - (1I16ct)DfDf(B3)pk154Jj4D~DyjB~, 

ll25 = (1/4ct)DijB4154Jj4Dij, 

ll30= - (1I404)Daffjj4Jj 4DafJB 4, (3.1) 

llil = (1I3604)D(aPBr)]j4Jj4D(ap(B3)~l' 

ll31 = - (1I604)DafJBpi154Jj4Day(B3)Yi, 

4 afJ i) 4-4 ll32 = - (1I160)D B D B DapBij' 

lli3 = (111604) 1I(4!)2D {aPBy,5}154Jj4D{apByc5}' 

ll33 = - (1I9604)DraBp)y154Jj4D~aBP)c5, 

ll3~ = (1/4804)DaPBap154Jj4DYc5Byc5' 

ll~4 = - (1I3604)D(aP(B3>r)154Jj4D(apB~l' 

ll34 = (1I604)DafJ(B3)i{:J154Jj4DayBYi, 

ll35 = - (1I404)DaPB4154Jj4DaP' 

ll40= (1I04)(D3)f154Jj4D~B4, 

ll~1 = (1I404)(D3)faBf)154Jj4D~a(B3)~l' 

ll;1 = (1/204)(D3)fBja154Jj4DPi(B3)~, 

ll ' - (1/1604)(D 3)(aBP)B 154Jj4Di Bj Byk 42 - - i j Pk (a y) , 

ll" = - (1/1604) (D3)fJB .B a154Jj 4DyiBj Bk 42 I PJ k y a' 

ll~3 = - (1I3604)(D3)faBPY)154Jj4D~aBpyl' 

ll" = (1/604)(D 3). Balfjj4Jj4DiYB 
~ ~ ~, 

ll ' - (1/404)(D3)(a(B3)P)154Jj4Di Bj 44 - - i j (a P) , 

ll~ = - (1I204)(D3)f(B3)ja154Jj4DI{:JB~, 

ll45 = (1I04)(D3)fB4154B4D~, 

ll50= (1I04)D4154Jj4B4, 

ll51 = - (1/04)D4Bf154Jj4(B3)~, 

ll52 = (1/404)D4Bij154Jj4Bij, 

ll53 = - (1I404)D 4B aIfjj4Jj 4BafJ, 

ll54 = (1I04)D4(B3)f154B4B~, 

ll55 = (1I04)D4B4154Jj4, 

where the obvious notations were introduced: 

llab=llallb' llab = L ll~i'>· 
(I) 

(3.2) 

Note now that the SU ( 4 ) "'" SO (6) is well-known to be the 
maximal automorphism group (internal symmetry) of 
N = 4 superalgebra,19 whereas our constructions possess 
only the SU (2) X SU (2) "'" SO ( 4) internal symmetry. Con­
sequently, the natural next step is to unite the N = 2 X 2 irre­
ducible superprojectors (3.1) into the ones with SU (4) in­
ternal symmetry. It can be done easily by using the following 
rules concerning the decomposition ofSU (4 )-irreps into the 
SU(2) xSU(2) ones: 
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4 = (1,2) + (2,1), 

6 = 2(1,1) + (2,2), 

10 = (1,3) + (3,1) + (2,2), 

15 = (1,1) + (1,3) + (3,1) + 2(2,2), 

20 = 2(1,2) + 2(2,1) + (2,3) + (3,2), 

20' = 3(1,1) + 2(2,2) + (3,3). 
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(3.3 ) 

Application of these branching rules to superprojectors 
(3.1) gives rise to the standard SU( 4)-invariantN = 4 irre­
ducible superprojectorss as follows: 

ll(o,o,1) = (1/04)D s15 S = "55' 

ll(s,o,1) = (1/04)15sD s = lloo, 
4- S-7ci:A 

ll(l,1I2,4) = (110 )Dci:A D (D) = ll45 + "54, 

ll(7,1I2,4} = (1/0
4

)D
aA

15s(D 7)aA = llto + "ol' 
4 - S -6 AB _ " ll(2,O,10) = (1/0 )DABD (D) - ll25 + ll52 + "44' 

"(6,O,TO) = (1I0
4

)D
AB

15s(D
6

)AB 

= ll20 + ll02 + ll;'I' 

ll(2,I,6) = (1I204)15oj1[AB pS(156)''ziJ[AB] 

= ll35 + ll53 + ll~, 

ll(6,I,6) = (1I204)D ~B]15 s(D 6)'[iB ] 

= ll30 + ll03 + ll;I' (3.4) 

ll(3,3/2,4) = (1/04)(153)tiJi'DS(155)~iJi' = ll~3 + lli4' 

ll(S,312,4) = (1I04)(D 3)~PY15 s(D 5)~py = ll;3 + llil' 

ll(3,112,20) = - (1I604)(153)U[AB]CDS (155)U[AB]C 

= "15 + ll51 + ll34 + ll;3 + ll~2 + lli4' 

"(S,1I2,W) = - (1I604)(D3)a[ABlq)S(D5)a[AB]c 

= ll40 + llO4 + ll31 + ll;'3 + llil + ll;2, 

ll(4,2,1) = (1I04)(D 4)afJyc515 s(D 4)afJyc5 = lli3' 

ll(4,I,IS) = (1104) (D 4)'ffA15 S(D 4)!eA 

= ll;4 + ll~1 + ll23 + ll32 + "33' 

II (1/04) (D4)[AB] D- s(D 4)[CD] (4,O,20') = [CD] [AB ] 

=ll~+ll~+ll~+ll~+ll~+ll~ 

+ n;~ + n;1 + n 22 + n;;. 

We identify these N = 4 irreps according to the standard 
classifications-to w.r.t. the eigenvalues of Casimir operators 
of the N = 4 superalgebra: N = 4 supercharge and super­
spin, and the dimension of SU ( 4) irreducible representa­
tion, respectively. 

IV. N=4IRREDUCIBLE SCALAR SUPERFIELDS 

Now the construction of irreducible N + 4 scalar super­
fields becomes elementary. Taking any irreducible N = 2 
scalar superfield (all these superfields have been explicitly 
constructedI6), we consider each of its independent compo­
nents as a certain irreducible scalar N = 2 superfield, but 
now with possible SL(2,C) XSU(2) external indices on ev­
ery component. This procedure immediately allows us to 
construct all 36 superfields, introduced in the previous sec­
tion. Some of these N = 2 X 2 superfields have to be further 
reduced according to the rules (3.1). Some work is neces­
sary to resolve linear dependences among the components of 
the initial N = 2 X 2 superfield in order to pick out the irre­
ducible N = 2 X 2 superfields, but the actual labor is much 
more simple than if one starts with a general N = 4 super­
field. Having obtained 50 irreducible N = 2 X 2 superfields, 
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TABLE II. The space-time spin distribution of the independent compo­

nents of tP33' 

Spin 4 3 2 0 

Number of 
degrees of 9 64 203 384 495 480 375 224 70 
freedom 

one can construct all 15 irreducible SU ( 4) -extended super­
fields elementary in accordance with Eq. (3.4). At this stage 
only the branching rules (3.3) are needed in order to arrange 
the products of anticommuting superspace coordinates in all 
orders in the decomposition of an embracing N = 4 super­
field. It automatically gives rise to the SU ( 4) -covariant 
components in terms of the SU(2) xSU(2) ones. 

To be more explicit, consider the particular example of 
the superfield ¢33' This N = 2 X 2 superfield has the struc­
ture of ¢O.O,2) with respect to each N = 2 supersymmetry it 
includes. The field component contents of this N = 2 X 2 su­
perfield ¢33 is just Table I "squared," It performs the reduc­
ible supermultiplet with (24 + 24) X (24 + 24) 
= 1152 + 1152 components (for comparison, a general 

N = 4 scalar superfield contains 65 536 + 65 536 compo­
nents). The space-time spin distribution of the independent 
components of ¢33 is given by Table II. The superfield ¢33 is 
reducible and decomposes into three irreducible N = 2 X 2 
superfields: ¢i3 with the highest spin 4, ¢r3 with the highest 

I 

L = f d 48 d 47J d 41] d 4r,(¢rn 2 

TABLE IV. The spin contents of tP~3 . 

Spin 3 2 0 

Number of 
degrees of 7 48 140 224 210 112 27 
freedom 

spin 3, and ¢ri with the highest spin 2. Clearly, the last one is 
of special interest. To pick out ¢ri, we must eliminate ¢i3 
and ¢r3 from ¢33' One of the ways to do it is to require the 
vanishing of higher spin components in ¢33 (with spin more 
than 2). Supersymmetry then also requires the vanishing of 
whole superfields ¢i3 and ¢r3' The actual calculations, being 
elementary, turn out to be very tedious because of the great 
number of components. So, we present here only spin con­
tents of ¢i3 (640 + 640 components) (see Table III) and 
that of ¢r3 (384 + 384 components) (see Table IV). 

The remaining N = 2 X 2 irreducible superfield ¢ri with 
the highest spin 2 consists of 128 + 128 independent compo­
nents. Information about them is presented in Table V. The 
spin distribution for the components of the superfield ¢ri is 
shown in Table VI. 

In the remainder of this section, we present the result of 
the explicit calculation of the quadratic Lagrangian in terms 
of components of the superfield ¢ri : 

= ITT (2) TT (2) + 1(ZT(3/2)ai'i a . ZT(~/2)a + LT) - 4TTaflTT - 2(TI"ijOT/' .. + LT) 
4 J-<V J-<V :2 JJ- aa JJ-I, afl JJ- JJ-,I) 

- (TG.· aaa aPPTG + LT) - 2Zz aPi,j a . a . zzaiJ - 4ZZ,i:j aaP aPaZZ! .. + (TZ'! i aaaTZ . + LT) ap afl aa PP I,J aa PPI,} a a,l 

- (ZG i! i aaaOZG . + LT) + (ZGai'i a . ZGa + LT) + (Z/i,jkai a . oZ/':". + LT) a aI, aa I, aa ',jk 

+ TT·TT+//ij,k1 02//.. + (lGij'DIG .. + LT) +ZZi,.iozZ .. +zzi,1Zz .. + GG'GG+ GG02GG I],kl I). I.} I,} , (4.1 ) 

where the abbreviation LT is used to designate the similar 
additional terms with letters transposed. Clearly, the La­
grangian (4.1 ) is, in fact, formal, since the higher spin (2, ~, 
and 1) field components satisfy differential constraints in 
space-time. Alternatively, explicit introduction of the "pure 
spin" projectors would give rise to nonlocalities in Eq. (4.1). 
The way to overcome this difficulty is discussed in Sec. V. 
For the sake of brevity, the N = 2 X 2 supersymmetry trans­
formation laws for the components of ¢~i are not presented 
here. They may be obtained easily from Eq. (2.22). 

TABLE III. The spin contents of tP33 . 

Spin 

Number of 
degrees of 
freedom 

4 3 2 

9 64 196 336 350 224 84 16 
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I 
V. LINEARIZED N=4 CONFORMAL SUPERGRAVITY 

To construct N = 4 conformal supergravity theory, one 
usually follows the common practice5

-
7

,14 of gauging the rig­
id superconformal group of N = 4 super-Yang-Mills 
(SYM) theory. In this approach the knowledge of the on­
shell N = 4 SYM theory20 is sufficient. After imposing the 
conventional constraints on curvatures, the additional mat­
ter fields are needed to close the superalgebra. As a result, 
this way of construction turns out to be nonsystematic and 
somewhat involved. 

The alternative superspace approach to N = 4 confor­
mal supergravity was developed by Howe. II In the context of 
this method the superspace constraints for the full nonlinear 
N = 4 conformal supergravity theory were formulated and 
partially solved. II However, the superspace action was not 
found. It should be noted, by the way, that this action may be 
found, in principle, as a counterterm for an N = 4 SYM in­
teracting with an external N = 4 conformal supergravity. 14 

A way to construct the linearized N = 4 conformal su-
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TABLE V. The field component contents of ¢Jj~. The highest spin is 2. The highest SU (2) X SU (2) representation is (3,3). All components are taken to be 
irreducible w.r.t. SL(2,C) X SU (2) X SU (2). The notation for components are by their origin in the superfield ¢J(1.0.2)' which was "squared" to get ¢J33' 

Components 

IT:;) 
ZT:;:2)4,ZT:;f2)i. 

TZ ~~2),j,tz ~~).i 

ITaP 
TI',,·ij 

IT~ij· 

ZZ ~4J,ZZ ~I.J 

TG aiJ, TG aP 

GT aiJ,GT aP 
ZZ';J,ZZ';J 
ZGi,ZG; 

GZ~,GZ~ 
TZ~,tz~ 
Zn,ZT~ 
ZI ;Jk,ZI ilk 

IZ~k,lZ~k 

ZG~,ZGi 
GZ~,GZ~ 
IT 
ZZ i·J,ZZ /.1 

IIij·kl 

GG,GG 
ZZ i,J,ZZ /.1 

/Gij,lGij, 
GI·Y,GI·iJ 
GG,GG 

Spin 

1 

! 
! 
! 
! 
! 
! 
! 
! 
o 
o 
o 
o 
o 
o 
o 
o 

SL(2,C) 
irrep 

0,1) 
(l,!) + (P) 

O,!) + (P) 

( 1,0) 
(!.!) 
(!.!) 
(!.!) 

(0,1) + 0,0) 
(0,1) + 0,0) 
0,0) + (0,1) 
(O,!) + (!,o) 
(O,!) + (!,O) 

(O,P + (!,o) 

(O,!) + (!,o) 
(!,O) + (O,!) 
(!,O) + (O,!) 

(!,o) + (O,!) 

(O,P + (!,o) 
(0,0) 
(0,0) 
(0,0) 
(0,0) 
(0,0) 
(0,0) 
(0,0) 
(0,0) 

pergravity is to construct the multiplet of currents of N = 4 
superconformal symmetries. One may hope that the knowl­
edge of the structure of N = 2 X 2 and N = 4 irreducible su­
perfields can, in particular, be useful for these aims. Hence 
we are interested in the irreducible superfields with the mini­
mal (128 + 128) number of off-shell degrees of freedom. 
This number 128 + 128 coincides with that of states in the 
smallest on-shell massive N = 4 multiplet.4 

Direct inspection reveals that three superfields-the 
real versions of t/Jos (or t/Jso), t/J22' and t/J~i---contain the de­
sired number of degrees of freedom (with the highest spin 
2). All these irreducible superfields are the SU (2) X SU ( 2 ) 
extended ones, but the new feature of N = 4 superspace in 
comparison with its N = 2 predecessor is that any of these 
(128 + 128) N = 2X2 superfields with less than SU(4) in­
ternal symmetry by construction can, in fact, be rearranged 
into the superfields with SU (4) internal symmetry. This 
phenomenon was first found by Howe and Lindstrom21 (see 

TABLE VI. The spin distribution for the components of the superfield 4>33 • 

Spin 

Number of 
degrees of 
freedom 

2 

5 32 81 
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96 42 

Number of 
SU(2)xSU(2) degrees of 

irrep freedom 

0,1) 5 
(2,1) 8+8 
( 1,2) 8+8 
0,1) 3 
(1,3 ) 9 
(3,1) 9 
(2,2) 12 + 12 
0,1 ) 3+3 
0,1) 3+3 
(2,2) 12 + 12 
(2,1 ) 4+4 
( 1,2) 4+4 
0,2) 4+4 
(2,1) 4+4 
(2,3) 12 + 12 
(3,2) 12 + 12 
(2,1) 4+4 
0,2) 4+4 
0,1) 1 
(2,2) 4+4 
(3,3) 9 
0,1) 1 + 1 
(2,2) 4+4 
(3,1) 3+3 
0,3) 3+3 
0,1 ) 1 + 1 

also the related work22 ), who have constructed the super­
current for the dual version of the N = 4 Maxwell theory, in 
which one of the scalars was replaced by an antisymmetric 
tensor.23 Consequently, we suppose that the above-men­
tioned superfields with 128 + 128 independent field compo­
nents are just irreducible nonconformal supercurrents of 
dual versions of N = 4 gauge theory, but, in general, with 
less than SU(4) internal symmetry. In particular, the 
SU ( 4) -rearranged irreducible superfield t/J~i is just the 
N = 4 conformal supercurrent. 

In the remainder of this section we outline a simple sys­
tematic way to construct the linearized N = 4 conformal su­
pergravity theory by making use of the N = 4 conformal 
supercurrent t/J~i in the SU ( 4) -invariant form. 

First of all, we change the dimensions of some compo­
nents of t/J~i to put their values in correspondence with the 
canonical ones according to their spin. Explicitly, 

TZa,i-+ (a aa/D) TZ,i ZTai -+ (aaa/D)ZT i: 
I' a!, 'I' a!, ' 

TI;;ij-+DTI;/, IT~ij'-+DIT~ij" 

TTap -+ (1I2D)a(aa TT$p TTaa ==!(Ul' )aa TT~, 

ZZ'i,i-+DZZ'i,i ZTi: -+DZTi: TZa,i -+DTZa,i, 
p ~ , a a' 

ZG~ -+DZG~, GZ~ -+DGZ~, 

TGair-+DTGaiJ, ZZ~-+DZZ~, 

(UI' )aaTGaiJ == TG;iJ ==!(Uy )ZTGI'Y' (5,1) 

(u )aazzi,i =ZZi,ia=l(U )azzi,i 
I' ap- I'P-2 Y P I'V' 
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( UI'~)a,8 TG"" 
TGI''' = (ul''')aiJ TGaiJ) ' 

ZIai,lk ..... (a air I02)ZIiJk, 

Izaij,k ..... (aair/o2)IZ~k, 

L ..... f d 16() t/133 02t/133 

ZZi,l = 1'''. a,8 
(

U )a,8ZZi'l) 

1''' (UI',,)ir/:lZZ~' 

GZ~ ..... OGZ~, 

ZGi ..... DZGi, 

TT ..... OTT, GG ..... OGG, ZZi,l ..... OZZi,l, 

/lij,kl ..... 02/lij,kl, ZZi,J ..... DZZi,l, GG ..... OGG. 

In terms of the redefined components (5.1), the superspace 
quadratic Lagrangian reads as follows: 

= ITT (2)02TT (2) + 1(12(~/2),ii aair07Z(3/~) + LT) - 2TT' OTT' - 2(TI"iiOTI' .. +LT) - 2ZZ,i,loZZ' .. 
4 1'''' J.tV 2 p.a JUZ,l p. P. P. p.,Jj It P.I,) 

+ZZ;;i al' a"ZZ"A.i,l + (TGp;. al' a" TG"A. +LT) + (12~iaairna,i +LT) - (ZIilkiaairZlal,Jk +LT) 

+ (ZGi,aia .ZG~ +LT) - (ZGi!iaairDZG. +LT) + TT'TT+ZZi,;Zz .. +GG·GG+/lij,kl/l .. 
aa 't a aI, I,} 'J.kl 

+zzi,1ozZ.. + (IGij'DIG .. +LT) +GG02GG. (5.2) 
I.) 'j. 

The dimensional redefinitions (5.1) give rise to some nonlo­
cal terms in the N = 4 supersymmetry transformation laws 
(which are not given here) for the redefined components. 
However, it is easy to show that, if one introduces gauge 
fields instead of the "pure spin" ones by means of corre­
sponding spin projectors, 

TT (2) = P (2) g 12 (3/2) = P (3/2),1. 
1''' l'''A.p A.p' I' 1''' '1-'", (5.3) 

x~ =P~"V", 
whereX~ stands for TT~, TI~ij, IT~ij" and ZZ~i,J, all the 

I 

(

,1,1, ) (Vij') 
'l-'I'a I' TG 

I Vi,l 1''' 
.IA = ~a VA = I' TIAB) = (ZZi'J) '1-'1' ,/,i,ir' pB V 'I''' 1'''' 

~ I' GT 
J.iir V,ij 1''' 
'1-'1' I' 

Z-Zi,l 

(

GG) lAB) _ 
D ICD ) - I~I ' 

We also use spin projectors in their explicit form, 

P (2) Ipi pi Ipi pi 
1'"A.p = 2" I'(A. p)" -"3 1''' A.p' 

p ~~) = 111''' - i(al' aJO) - !rl'r" 

- !(arll' a,,)/D), 

p~" = 111''' - al'a"/O, 

(5.6) 

to rewrite the Lagrangian (5.2) in the Sue 4)-invariant con-
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I 
nonlocal terms in the supersymmetry transformation laws 
can be absorbed into gauge transformations: 

~gl''' = a(l's,,) + 'T/I'''u, 

~VI = al'~ + rl'tf, ~VI' = aI'''' 
(5.4) 

Clearly, it results in the N = 4 supersymmetry transforma­
tion superalgebra with central charges, the latter being given 
by the gauge transformations (5.4). 

Now we simply arrange the components into SU(4)­
irreducible multiplets as follows: 

I 

ZT~ 

ZG~ 
ZI~lk 

IZ~k 

GZ,i 
a 

n,i 
a 

ZTi,ir 

ZGi,ir 

ZIi,Jkir 

IZij,kir 

GZ'iiz 
TZ,iir 

venient form using the four-component notation 

L= (R!v -!R 2
)lin +El'vA.p( RI' -!rj~ )AirSrVaA. 

X (Rp - ir)?Y - F!v( V) + T11B) al' av 

X TvA. lAB ) + ilAB)CiaXIAB)C - AAi aOAA 

(5.5) 

+D!t.:'))D!~~\ +EABoEAB +q:;>02q:;>, (5.7) 

where we have introduced the standard notation for the 
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Ricci tensor Rpv, the scalar curvature R, the gravitino field 
strength 

R ~ = €pv;'uuirsrv a;.1/!:, R A = rpR~, (5.8) 

and the vector field strength 

Fpv(V) = a[p Vv]' (5.9) 

The components V~B'X[AB]C, andD ~t.f,]]' being the irredu­
cible SU ( 4) tensors, satisfy the irreducibility conditions 

V A [AB]C_D[AB] 0 (510) 
pA =€ABCDX - [AC] = . . 

The theory (5.7) is just the well-known linearized Lagran­
gian of N = 4 conformal supergravity theory. We stop our 
discussion here since the detailed component description of 
the linearized N = 4 conformal supergravity theory itself 
has already been given in the literature.s-7

•
14 

VI. CONCLUSIONS 

In summary, we note that the methods we follow are, in 
fact, very general. They can be applied to the construction of 
irreducible superfields in any N-extended superspace in the 
four-dimensional space-time. Moreover, this approach can 
easily be generalized to higher dimensions of space-time, in 
particular, to d = to, in order to construct the irreducible 
superfields in N = 1 or N = 2 ten-dimensional superspace 
(see the related works24

) • We hope that the knowledge of the 
irreducible superfields in extended superspace may be useful 
in the analysis of extended supergravity theories. 
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Extended Weinberg-Witten theorem 
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A new method of proving the Weinberg-Witten theorem is presented. It is shown that this 
theorem can be extended to currents that. being carriers of a charge. cause simultaneously a 
flip of the helicity of the massless one-particle state. 

I. INTRODUCTION 

This paper is concerned with a theorem stated by Wein­
berg and Witten 1.2 in 1980. A similar conjecture as that pre­
sented in this theorem was published as early as 1962 in the 
pioneer work of Case and Gasiorowicz. 3 Weinberg and Wit­
ten assert that in a local field theory a massless particle of 
helicity h for 

Ihl>!(k+l) (1) 

cannot be a carrier of a Poincare covariant charge induced 
by a covariant local Noetherian current 4>(k,l) where k,l 
= 0.!.1 .... indicate the transformation character of this cur­

rent with respect to the Lorentz group. 
The proof of this theorem2 relies heavily upon relativis­

tic covariance. locality. and positive definiteness of the met­
ric in the Hilbert space. as well as upon the existence of the 
one-particle states. The method of proof consists of examin­
ing the matrix elements of a current sandwiched between 
two massless one-particle states. It is well known that the 
vanishing of these matrix elements implies the vanishing of 
the current viewed as an operator valued distribution in the 
Hilbert space. Let us denote any massless one-particle state 
characterized by momentum 

ps. (PO,PI>P2,P3)' p2 = PPPp = 0, Po>O. 

and helicity 

h =0. ±!. ± 1 .... 

by t/J(p.h) and a translationally covariant quantum field by 
4>~'/)(x). The Lorentz transformation properties of the 
massless one-particle state are characterized by the indices 
(k,/) and N labels the components.4 viz .• 

U(a,A)4>~'/)U(a,A)+ = I (S -1)~4>~'/)(Ax + a). 
M 

Here U(a,A) is a unitary operator in the Hilbert space repre­
senting the element of the Poincare group characterized by 

AeSL(2,C). 

i.e .• 

A = e !), ad - be = 1, 

a.b.e.d-complex numbers. 

and 

0) On leave of absence from the Institute of Theoretical Physics, University 
ofWroclaw, Wroclaw, Poland. 

as. (aO.al>a2.a3)' ap = ap, /-t = 0.1.2.3, 

SN M =S(A)NM 

represents the same group element A in a space where the 
number of dimensions is determined by the tensor character 
of the field. Finally, 

Apv=A(A)pV 

is the four-dimensional Lorentz transformation correspond­
ing toA. Using the notation 

(t/J(p.h).4>~'/) (x) )t/J'(p'.h ') s.4>~'/)(p,p';h,h ')ei(p-P')X 

it can be shown 1,2 that 

4>~,I)(p,p';h.h ') = 0, 

for the scalar field 4>(O,O)(x), Ih + h 'I = 0, 

for a spinor field 4>(1/2,0) or 4>(0,1/2). Ih + h '1 #!, (2) 

for a vector field 4>(1/2,1/2), Ih + h 'I #0 or 1, 

for a second rank tensor field 4>(1,1). I h + h I I # 0, 1, or 2. 

The Weinberg-Witten theorem as stated above con­
cerns the particular case h = h '. If ( 1) is satisfied it follows 
from (2) that the current has to vanish. 

Notice, however, that (2) does not exclude the existence 
of nonvanishing local Lorentz covariant currents which­
being the carriers of a charg~bligatorily change the sign 
of the helicity when acting upon a one-particle state.2

•
5 This 

possibility was discussed briefly in Ref. 2. It was pointed out 
that this effect does not contradict the Coleman-Mandula 
theorem6 since (i) the change of a sign ofhelicity is related to 
a discrete symmetry (space reflection) to which the Cole­
man-Mandula theorem does not apply, (ii) the Coleman­
Mandula theorem was proved only in the case of massive 
particles, and (iii) to preserve locality of the fields we always 
have to combine terms of opposite helicities. 

A simple example of a vector current in a theory of a 
complex, free, (local) massless antisymmetric tensor field 
Fpv, /-t,v = 0.1,2,3, which is neither self-dual or anti-self­
dual, was briefly discussed in Ref. 2. 

This observation seemed promising as far as the con­
struction of an energy momentum tensor for a theory of a 
massless free field ofhelicity Ih I = 2 was concerned. 

Unfortunately, as we shall see, the contribution coming 
from the matrix element 

4>(k,/) (p,p',h,h ')exp{i(p - p')X}, 

for h '= - h, Ih I #0, when integrated over x, vanishes for 
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p' ..... p; consequently the charge operator obtained from the 
current 

QN= f ~oN(x)d3X 
vanishes when applied in the Hilbert space spanned by one­
particle states. Here N stands for a tensor index and is related 
toNby 

N = (ft.i{), ft = 0,1,2,3. 

If this is so in the framework of free field theory, we may 
expect that the same will be true a fortiori in a model of 
interacting fields conforming with the standard relativisti­
cally covariant, local theory in a separable Hilbert space of 
positive definite metric. 

Thus our assertion is that the Weinberg-Witten 
theorem can be extended also to such helicity flipping cur­
rents. 

II. A MISLEADING EXAMPLE 

Consider a complex, free, (local) massless skew sym­
metric tensor field 

FIL", ft,v= 0,1,2,3, 

which is neither self-dual nor anti-self-dual. This field is 
composed oflocal self-dual and anti-self-dual fields, viz., 

SIL" = u~~(h = - I) + [u~~)(h = I)] +, (3a) 

AIL" =u~!)(h= 1) + [u~!)(h= -1)]+, (3b) 

where u~~(x), 1= 1,2,3,4, consists of creation operators 
only, prescribed to helicity h. Thus 

and 

FIL" (x) = SIL" (x) + AIL" (x) 

u(1) # U(4), U(2)#U(3). 

Consider a local current 

~ . .t<x) = i{FIL"(a ... F IL+") - (a ... FIL")F IL+"}: (x) 

=i:{F(a ... F+) - (a ... F)F+}: (x). 

Notice that 

FF+ = :(SA + +AS+): 

as 

SS+ =AA + =0. 

(4) 

The latter is the consequence of the product of self-dual and 
anti-self-dual antisymmetric tensor fields vanishing. 7 

Now it becomes clear why we need FIL", which is neither 
self-dual nor anti-self-dual; otherwise F(a ... F) + and 
(a ... F)F + would vanish separately. 

Let us denote the vacuum state by ,n: then U<2),n and 
u(3),n represent the one-particle state ofhelicity h = + 1 and 
UO),n and U(4),n of h = - 1. The only contribution to the 
matrix elements of the current between one-particle states 
comes from the terms 

(5) 

in (4); the action of these terms upon the one-particle states 
of fixed helicity causes the change of sign ofthe helicity of the 
particle. 
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This example seems to indicate how a nontrivial local 
Lorentz covariant vector current ~ ... can be constructed for 

Ih I = Ih'l = 1 

-at least for the case of a free field-for which the Wein­
berg-Witten condition 

h+h'=O 

in (2) is satisfied. This could be then extended to more com­
plicated cases, in particular to construct the energy momen­
tum tensor for a I h I = 2 field. 

Unfortunately, a closer look into the structure of the 
massless tensor field brings disillusion. To see this let us con­
sider 

:F(a ... F) +: (x) =! :SAB (a ... A AB) +: + ~ :AAB (a ... s AB) +: 

+1 L (_I)m+ I :(Sm a ... A :m 
m= -I 

where 

FIL" =!(O"IL )AC (0"" hb (,sAB€Cb + A Cb~B). 

The indices A and B take the values 1 and 2: 

~), 0"1 = (~ ~) , 

~ i), ~ = (~ ~ J ' 
S_I = (lI/i)Sll = (1I/i)S22, 

SO=S12 = S21 = - S2l, 

SI = (1I/i)S22 = (lI/i)S ll, 

and a similar relation for Am, as well as 

Sm =u~)(h = - 1) + u~>+ (h = 1) 

= (_1_)3/2 f d 3p D (1,0) ( [ p] ) _ 
21T 21pI m, I 

X {a<l)+ ([ p]; - I)eipx + 0'2)([ p]; l)e - ipx}, 

Am = u~)(h = 1) + u~)(h = - 1) 

= (_1_)3/2 f d 3p D (0,1) ([ p]) _ 
21T 21pl m, I 

X {a(3)+ ([ p ];1)eipx + a(4)( [p]; - l)e - ipx}. 

(6) 

Herea(/) ([ p ];h), I = 1,2,3,4, stands for an annihilation op­
erator for momentum p and helicity h. Also, 

D (j,0) = D (O.j) 

is a (2j + 1 )-dimensional representation of the Lorentz 
group and [p] ESL (2,c) is the two-dimensional boost ma­
trix, viz., 

(
a(p) 

c(p) 
b(P») 1 

d(p) = ~2r(po + P3) 

x(
PO + P3' PI - ip2 ) 
PI +iP2' PO-P3+ 2r 

, r>O. 

Jan ~opuszal'1ski 
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The expressions (5) appearing in (6) all have a similar 
structure, e.g., for U(1)U(3) + we obtain 

II d3p d
3p

l (a(p)c(p') - a(p')C(P)fPA 
21pI 21p'l 
X (a(I) ( [p]; - 1))+a(3)([ p'];1 )ei(p-P')X 

(for details of the calculation see Sec. III). Upon integration 
over x of the matrix elements of this expression sandwiched 
between one-particle states, the term 

I d 3xe- i(p-p')X 

approaches 

8(p - p') 

and consequently the contribution to the charge due to this 
matrix element vanishes as 

lim (a(p)c(p') - a(p')c(p») = o. 
p-p' 

III. GENERAL RESULT 

Let us investigate the general case of a local free massless 
field. It is well known that the field 

fA""A,B""iJs ' AI = 1,2, 

Em = 1,2, 1= 1, ... ,r, m = 1, ... ,s, 
for r = s + 2j> s, has the form 

s 

II aA~/sC""C2J(X)' 
I~l 

where 

Sc ... c2.=Sc , , -

(8) 

is a local field symmetric in the spinor indices; (8) results as 
a consequence of the requirement of positive definiteness of 
the metric in the Hilbert space, which entails 

aA,CI" .. - 0 
JA.···A,.B.···Bs - , 

aCiJ,1" ··-0 
JA,"'A,B,"'B, - • 

Fors= r+ 2j, 

where 

AiJ ···iJ =AiJ I 2j _ 

(9a) 

(9b) 

( 10) 

is again symmetric in the indices. Notice that Sc ( as well as 
Ac) is a sum of two terms ofhelicity of opposite-sign Ih I = j; 
each of these terms comprises either creation or annihilation 
operators only. There can, but does not need to be any rela­
tion betweenSc and (Ac)+ whatsoever [see, e.g., Eq. (3)]. 
The only nonvanishing contribution of the matrix element of 
a current taken between one-particle states can result from 
the sesquilinear form in the fields (8) and (10). 

Let us start with the simplest case of a vector current 

.m.(1/2,1I2) 
'¥AB • 

The most general expressions for the terms of which vector 
currents are constructed are 
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(11) 

lim :{TA ggiJSg(x)Sg(Y)}:, 
y-x 

(12a) 

(12b) 

where T is a covariant expression composed out of entries 
EEF and EEP of 

a';;p=(al')Epa; and a~p. 

Because of the symmetry properties of Sc and A h the quanti­
ty Tin (11) can have only the following structure: 

2j . 

EA c'EiJ D, II a cP I, 
1~2 

2j . 
aA h, a c'iJ II a CP, , 

1~2 

2j . 

a AiJ II a CPl. 
I~I 

( 13a) 

(13b) 

(14) 

Forj>! (13) appliedtoSc(x)Ah(Y) yieldsavanishingre-
suIt as either -

a C,DISg (x) = 0 

or 

a C,DIA D (Y) = 0, 

by virtue of (9). The same is true for (14) and j> O. 
Notice that (11) does not flip the helicity when con­

strained to the one-particle Hilbert space, while (12) does. 
Since the helicity preserving sesquilinear form (11) of the 
current vanishes for j>!, which coincides with (1), we 
proved in passing the Weinberg-Witten theorem for the case 
of a vector current. 

The more interesting case, however, is that of expres­
sions (12), which flip thehelicity. We shall examine only the 
case (12a) as a similar reasoning can be applied in case 
( 12b) mutatis mutandis. In this case the only nonvanishing 
contributions can arise from 

EA, c, aD'kSc,gSD, g = aD'k (SAgSD, g), 

with 

and 

(15) 

aAkSc,;sg. (16) 

In (15) the sum runs over the (2j - 1) and in ( 16) over the 
2j indices. These expressions do not need to vanish. 

Before we look closer at the problem of whether expres­
sions (15) or ( 16) can yield a nonvanishing contribution to 
the charge let us still examine the case of a tensor current 

<I>~~~;k,k, . 

The most general expression for a sesquilinear form reads in 
this case as 

lim :{TA,A, giJ,iJ, gSg(x)Ag(y)}:, 
y_x 

(17) 
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(18) 

and a similar expression for A c' 
In case (17) the structure-of T is as follows: 

2· 

E c'E C'E· D'E· D, II" a cp, 
AI A2 B. B2 ' (19a) 

1= 3 

2j . 
E C'E· D, a D, a c, . II a C,D, 

AI B. A2 B2 ' (19b) 
1=3 

2j . 
a D, a D, a C,. a c,. II a cp, 

AI Az B. B2 ' 
(19c) 

1=3 

2j . 
E E· D, a c, . II a cp, 

A.A2 B. B2 ' (20a) 
1=2 

2j . 

E C'E· . a D, II a C,D, 
AI B.Bz Az ' (20b) 

1=2 

2j . 
E C'E· D, a . II a C,D, 

Al B, A zB 2 ' 
(20c) 

1=2 

2j . 

E E·· II aCiD, 
A.A2 B.B2 ' 

(21a) 
1=1 

2j . 

aA iJ aA iJ II a CPl. 
I I 22 

(21b) 
1=1 

Expressions (19)-(21) yield a vanishing contribution for 
j> 1 if applied to ScAD' for similar reasons as in the case of 
the vector current. As the helicity is preserved here and (1) 
is satisfied this is the proof of the Weinberg-Witten theorem 
for the second rank tensor current. 

Going over to the case when the helicity gets inverted, 
i.e., to case (18), we have the following possibilities: 

E c'E c, aD,. aD,. (S S <e) 
AI A2 B, B2 CIC2~ D,D2 

EA A EiJ iJ Scs<e, I 2 I 2 _ 

aA B· aA B· ScS<e. 
I I 2 2 _ 

(22a) 

(22b) 

(23a) 

(23b) 

(23c) 

(24a) 

(24b) 

In (22) the sum runs over the (2j - 2), in (23) over the 
(2j - 1), and in (24) over the - 2j indices. These expres­
sions do not need to vanish. 

Let us now take the next step and evaluate the contribu­
tion to the charge originating from the helicity flipping ex-
pressions. 

Let us begin with 

S S<e = S Sc, ... c2} 

q C'···C2j 

m= -j 

where 

1256 

S 1 ... 12 ... 2 == [(j - m)!(j + m)!] 1/2Sm, -­j-mj+m 

m= -j, ... +j, 
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The free local field for I h I = j reads as 

S (x) = (_I_)3/2I d 3p D (j,O) ([ p]) . 
m 21T 21pI m,-j 

X {a+ ([ p]; - j)eiPX + a([ p ];j)e - ipx}, 

m = -j, ... +j. (26) 

We have 

D (j.O) ( [ p] ) m. _ j 

= [(2j)!/(j - m)!(j + m )!] 1/2a(p)j- mc(p) i+ m, 
(27) 

where a(p) and c(p) are the entries of the SL(2,C) boost 
matrix (7). 

If we insert (26) into (25) the subintegral expression 
involves 

= (a(p)c(p') - a(p')c(p)fj, 

where we used (27). Hence 

ScS q = 2J1 (_1_)3 
- 21T 

xII d
3

p dY (a(p)c(p') - a(p')c(p)fj 

21pI 21p'l 
X:{a+( [p], - j)e ipX + a( [p], h)e- ipx} 

X {a+ ([ p'], - j)e iPX + a( [p ]',j)e - ip'X}: • 

(28) 

Notice, however, that expression (28), when confined to the 
one-particle Hilbert space, yields a vanishing contribution to 
the charge when integrated over x forj> 0 for the same rea­
son as in the example of Sec. II. 

To make clear how this procedure can be generalized to 
cases when the summation runs over less than 2j indices~, as, 
e.g., in (22) or (23), let us still consider the special case 

S S C - S S c,···c2} 
Iq 1- - ,C,···C2} I 

j (2; - 1)! 
= L (- 1) i+ m ----'-'~'----'-----

m=-j (j-m-1)!(j+m)! 

X [(j - m)!(j + m)!(j + m + I)! 

X(j-m-l)!]1/ 2SmS_(m+I)' 

Ifwe take into account (26) and (27) under the integral 
over p and p' we obtain the following expression: 

(2j-1)! ± (_I)i+ m[(j+m)!(j+m+l)!] 
m=-j (j-m)!(j-m-1)! 

XD (j,O) ( [p] ) m, _ jD (j,Q) ( [ p'] ) _ (m + I), _ j 

= 2J1(a(p)c(p') - a(p')c(p))2j -Ia(p')a(p). 

In a similar way we find that SA CSA q contains the fac­
tor (a(p)c(p') - a(p')c(p))2j -l. '- , 

The results obtained so far for the vector and tensor 
current can be generalized easily to an arbitrary current 

cp~~:/). A
2k

iJ,· .. iJ
2I

, 

k + I = integer number, k,l = O,!, 1,' ... 
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For such a tensor current, expressions similar to those in 
(15), (16), (22), (23), or (24) will arise where the summa­
tion over C will run over the 

2j - (k + I) 
indices and more. Then the sum 

SA""A.qSA.+ tA2. q, 

~ = C1 " 'C2j _ n' O<:.n<:.k + I, 
contains the factor 

(a(p)c(p') - a(p')c(p»)2j
- k-I. 

(29) 

(30) 

If we integrate (29) over x to estimate the charge contribu­
tion we shall find that this contribution vanishes as soon as 

j>!(k+/), 

by virtue of (30). 
Moreover, all helicity preserving sesquilinear expres­

sions will vanish for I h I = j > ! (k + I), as required by the 
Weinberg-Witten theorem. 

It is clear that the sesquilinear forms summed over 
2j - (l + k) indices ~ are crucial for the evaluation of the 
current and charge contributions. Thus we succeeded not 
only in proving the Weinberg-Witten theorem in a different 
manner than was done previously, 1,2 but we were also able to 
extend it to currents that flip the helicity by showing that, 
although such a current does not need, in general, to vanish, 
its contribution to the charge vanishes as soon as ( 1 ) is satis­
fied. 

Notice that to get the results presented above it was not 
necessary to invoke the local conservation law of the cur­
rents under consideration; it is only involved implicitly as a 
necessary condition for a current to induce a charge. 

IV. SPINORIAL CHARGES 

The method presented in Sees. I-III can be extended to 
cover also the case of spinorial charges (k + 1 = half-integer 
number) under the proviso that the original sesquilinear 
forms used, e.g., in (11), (12), (17), or (18), have to be 
replaced by quadratic expressions in at least two fields of 
which one is bosonic and the other fermionic; one of the 
relevant terms would be, e.g., 

For this particular case one of the expressions of crucial im­
portance for our calculation would be 

SA." -AUe + I =F 112)C(k+ 1+ I =F 112)" -e2j
S ~(k + 1+ 1 =F 1/2)" -A2(k + /) 

X C(k + 1+ 14: 112)· ··c2}· 

Charges which change, e.g., scalar fields into vector 
fields, etc., can also be tackled with this method, but this 
kind of charge will probably appear only in a free field theory 
and therefore is of practically no interest. 
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V. AN EXAMPLE OF THE ENERGY MOMENTUM 
TENSOR IN THE ELECTROMAGNETIC FIELD THEORY 

As an illustration of our previous considerations, which 
will perhaps help to make them clearer, let us inspect the 
case ofthe free electromagnetic field (j = Ih I = 1), viz., 

FACilb = (UI')Ail(UV)CbFl'v =SAcEilb + (SBD)+EAC' 

where SAC creates a particle of helicity ( - 1) and annihi­
lates a particle of helicity 1. 

The energy momentum tensor [i.e., k = 1 = 1, hence 
!(k + I) =j] 

Tl'v = :( -Fp.A.F~ +~1]I'VFAFA): 
written in the van der Waerden notation reads as 

T .. = 1 • [ - S S cE ·· - S + .. S +. cE A.A1B.Bz 2 • Ale Az B.B2 BIC B2 A • .A.z 

+ 2SA,A2 S + il,il2 ]: . (31) 

The terms occurring in (31) are (23b), (24a), the Hermi­
tian conjugate to them, and (19a). The first four terms in 
(31), which flip the helicity, do not contribute to the energy 
momentum operator 

when restricted to one-particle Hilbert space. The only con­
tribution comes from the last term, which does not flip the 
helicity. 
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It is proved that the nonlinear integral equation (quasineutrality condition) for the 
electrostatic potential ifJ of an isothermal quasineutral current-carrying equilibrium plasma 
with translational invariance has a solution ifJ(A) determined uniquely up to an arbitrary 
additive constant, where A is the magnetic flux function. This implies the existence and 
uniqueness of the pressure profile P (A). The existence proof is constructive, which implies its 
potential usefulness for the practical computation of current-carrying plasma equilibria. 

I. INTRODUCTION 

Let us consider a fully ionized overall neutral [Eq. (31) 
below] multispecies plasma with translational invariance (z 
direction). The plasma shall be in static but current-carrying 
equilibrium, the current flowing only along the invariant di­
rection. Such systems are frequently discussed as zeroth-or­
der approximations to more realistic geometries both in 
thermonuclear fusion and in space plasma research. For ex­
ample, toroidal plasmas, encountered typically in tokamaks, 
are often replaced by cylindrical plasmas in the large aspect 
ratio limit.I-3 In space plasma physics, solar preflare struc­
tures4-6 and planetary magnetospheres 7-9 are often studied 
theoretically in terms of trans1ationally invariant (two-di­
mensional) models. It is well-known that then the magnetic 
induction B can be represented via 

B = VA xez + Bzez, (1) 

where Bz is constant and A is the flux function. In the Cou­
lomb gauge, aA I az = O. The flux function is related to the z 
component of the current density j through 

- AA = Poj. (2) 

Now, the interesting point is that unlike in standard magne­
tostatic theory 10 the current density j cannot be prescribed as 
an arbitrary function of the space variables. Rather, j has to 
fulfill 

. dp(A) 
J=----;J;1' (3) 

together with (2), as a necessary and sufficient condition for 
magnetostatic equilibrium of a quasineutral plasma. 11.12 In 
(3), p is the kinetic pressure which, in the simplest case, is 
written as a function of A. In more general cases, p is a nonlo­
cal operator acting on A (see below). This means that in 
general (2) is a nonlinear partial integrodifferential equa­
tion. As a typical feature multiple solutions of (2) might 
exist for the same boundary conditions for A, or even no 
solution at all. This property finds an interesting application 
in the theory of eruptive processes in plasmas, in that sponta­
neous activity of the plasma may be interpreted as a transi­
tion from one equilibrium state to another, or as a loss of 
equilibrium at a point where equilibrium solutions cease to 
exist.6.9.13-15 

The equilibrium condition p = p(A) is a rather broad 

mathematical statement. From a physicist's standpoint it is 
of interest to know what special form of p(A) applies to a 
certain situation. An answer to that problem, however, can­
not come from magnetostatic theory alone. Indeed, within 
the rather coarse macroscopic picture of static ideal magne­
tohydrodynamics (MHD) any form of p (A) is acceptable. 
Typical choices are3,9 p-exp(A lAo) or7 p-A 2, which are 
made for mathematical convenience. In order to understand 
the physical meaning of a specific p(A) one needs a more 
refined description than MHD. A better choice is the micro­
scopic picture of VIa so v theory. 

When working within collisionless kinetic theory (Vla­
sov theory), in principle p (A) is obtained as follows (e.g., 
Refs. 3 and 8, and references therein). First the equilibrium 
distribution function is chosen. For a current-carrying plas­
ma with translational invariance any function F(H,Pz ) of 
the one-particle Hamiltonian H and the z component of the 
one-particle canonical momentum Pz is a solution of the sta­
tionary collisionless Boltzmann equation, Le., a one-particle 
equilibrium distribution function. From such an equilibrium 
distribution function one obtains the pressure p in a form 
p(A,ifJ), where ifJ is the electrostatic potential. The electro­
static potential ifJ, on the other hand, depends on A via the 
quasineutrality condition (see below), which generally is a 
nonlinear integral equation. Clearly, multiple solutions 
ifJi (A) might exist, which can lead to different expressions 
Pi (A) for the same F. In principle one cannot exclude the 
possibility that in certain cases no solution ifJ (A) of the quasi­
neutrality equation might exist. (This would mean that the 
chosen F would not correspond to a quasineutral plasma). 
This leads to the following interesting questions: Given an 
equilibrium distribution function F(H,Pz ), does the quasi­
neutrality equation have a solution ifJ (A) such that p (A) 
exists? If so, is the pressure p uniquely determined in the 
formp(A), or does the sameF lead to several distinct forms 
Pi (A)? 

In this paper the special but important case of isother­
mal systems is discussed. First the basic equations for cur­
rent-carrying isothermal multispecies plasmasl6,17 are pre­
sented. It is then shown that the quasineutrality condition 
for an isothermal plasma consisting of electrons and an arbi­
trary number of positively charged ion species determines 
ifJ(A) uniquely up to an arbitrary and irrelevant additive 
constant. As a consequence, peA) is uniquely defined for 
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these systems. The proof is constructive and utilizes some 
ideas about supersolutions and monotone iterations in Ban­
ach spaces. 18 Some concluding remarks are given at the end 
of this paper. 

II. THE BASIC EQUATIONS 

In isothermal equilibrium a current-carrying plasma is 
described by means of a generalized canonical distribution 
function, which can formally be evaluated by introducing 
the ideal-gas approximation (for details, see Refs. 16 and 
17). The local pressure p then reads 

= "i N k T exp (- q.P(tP - u.A») (4) 
p • • B SDexp(-q.P(tP- u•A»)d 2r 

A 

In (4), s = 1,2, ... ,u denotes the particle species. Here N. is 
the number of particles per unit length along the z direction 
in the domain D C R2, pertaining to species s. The charge of a 
particle is denoted by q., u. denotes the average velocity in 
the z direction, and P = (kB n - I is the inverse tempera­
ture, essentially. For the sake of concreteness the domain 
DC R2 is assumed to be finite. 

From (4) one obtains the local charge density p and the 
current density in the z directionj via partial differentiation, 

ap 
-p= atP ' 

. ap 
J= aA' 

such that in quasineutral equilibrium 

0= ap 
atP ' 

_ /-lo- laA = ap . 
aA 

Note that (6a) implies 

ap dp 
aA = dA . 

(5a) 

(5b) 

(6a) 

(6b) 

(7) 

Explicitly, the quasineutral equilibria are then described 
by means of the following two equations: 

o = ~ N exp( - q.P(tP - u.A» 
~ sq. 2 ' • SD exp( - q.P(tP - u.A»)d r 

(8) 

_ II. -laA = ~ NA exp( - qsP(tP - u.A») 
r-O ~ .q.u. 2 ' 

• SD exp( - q.P(tP - u.A»)d r 
(9) 

supplemented by appropriate boundary conditions for A. A 
convenient choice are Dirichlet boundary conditions which, 
however, are physically determined only up to an arbitrary 
additive constant. Furthermore, if A and tP are a system of 
~lutiops of (8) and (9) then so are A + A and tP + ~, where 
A and tP are arbitrary constants [gauge invariance of (8) and 
(9)] . 

III. EXISTENCE AND UNIQUENESS OF P(A) 

In this section it is shown that, for any given well-be­
haved function A, and provided the arbitrary and irrelevant 
additive constant ~ is fixed by any convenient gauge [e.g., 
Eq. (15) below], (8) has a unique solution tP(A). Since (4) 
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is not altered if a constant is added to tP (i.e., choosing an­
other gauge), this results in a unique formp(A) for the pres­
sure p. The proof is divided into two parts: fixing ~ by means 
of a convenient gauge, (1) it is shown that there exists at 
least one solution tP(A) of (8); and (2) it is shown that that 
solution is unique. 

The idea is as follows: Since the normalizing integrals in 
(8) are independent of position in space we can treat them as 
u unknown parameters U.eR+ that have to be determined 
self-consistently a posteriori. This means that we can split 
(8) into a system of equations: (1) a transcendental equa­
tion for tP, parametrized by the normalizing integrals, and 
( 2) a system of u equations for the normalizing integrals. 
First it is shown that there exists a unique solution tP(A;{ U}) 
of the transcendental equation for tP, where {U}eR'" + de­
notes the normalizing integrals, arranged as an element of 
the positive cone R'" + of the Banach space R". This solu­
tion tP (A; { U} ) has to be inserted into the system of equations 
for the normalizing integrals, which is treated as a nonlinear 
fixed-point equation in R". It is then shown that this equa­
tion has a solution. The uniqueness (except for ~) of the 
solution of (8) is shown, finally, by proving that (8) defines 
the stationary points of a convex functional. 

In this paper the investigations are restricted to nonsin­
gular flux functions A, such that all normalizing integrals 
have finite values. Although from elliptic regularity theory l9 

we know that the nonsingular physical solutions of (2) are at 
least C I(D), for our purposes it suffices to postulate that A is 
bounded only. The case of singular A, which is of physical 
interest, too, will be treated elsewhere. 

Proof (a) Existence of a solution: Let A be bounded. Un­
der the assumption that tP is bounded, which is verified be­
low, the normalizing integrals exist. Let us introduce the 
abbreviations 

L exp( - qsPCtP - usA»)d 2r= U •. ( 10) 

Note that the qs are integer multiples of the elementary 
charge e. Furthermore, in fully ionized plasmas the tempera­
tures are generally that high that the negatively charged par­
ticles are electrons, exclusively. We therefore consider a 
plasma consisting of electrons (qe = - e) and u - 1 posi­
tively charged ion species i, with qj = zje and zjeN. We then 
introduce the further abbreviations 

(11) 

and 

(12) 

z· 

s ~ + I - "i zs ~ - Z "i gj (A) = 0, (13 ) 
Z= 1 i 

Zj=Z 

where 

z*= max{zJ. (14) 

The left-hand side of ( 13) is a polynomial in s~ of degree 
z* + 1, which we call P(s~). We need to look for a positive 
solution s~ of (13) only. 
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There exists a unique positive solution S" of ( 13 ). This 
follows from the fact that the coefficient in front of the high­
est power is 1, i.e., positive, whereas all other coefficients are 
negative [since gj (A) > 0], and from the following Lemma. 

Lemma: "Let sbe a real variable and pes) = ~~=opjsj 
a real valued polynomial of degree k> 1, with the property 

(P):Pk >O,Po<O, andpj";O, forO<i<k. 
Then pes) has a unique positive zero." 

The proof of that Lemma is given in Appendix A. Since 
P(s",) has the property (P) of the above Lemma, and since 
furthermore (11) is uniquely invertible it follows immedi­
ately that there exists a unique solution <,6(A;{U}) of (13), 
provided {U} is finite. Obviously <,6(A;{ U}) is bounded. In 
many relevant cases the positive zero of ( 13) can be calculat­
ed analytically. 

It remains to show that upon inserting this parame­
trized solution <,6(A;{ U}) into the left-hand side of (10) 
there exists at least one solution {U}, with Uj #0 for all i, of 
the resulting system of equations. Since the normalizing inte­
grals are non-negative, the F j are bounded below by O. As a 
consequence the system of equations for {U} constitutes a 
nonlinear fixed-point problem in the positive cone R'" + of 
the Banach space R" (e.g., Ref. 18). 

We make use of the gauge freedom for <,6 and fix if> by 
choosing 

Ue =l, (15) 

which is always possible if A is well-behaved (lengths are 
measured in dimensionless units). We are then left with the 
nonlinear system of 0' - 1 equations 

(16) 

supplemented by (15). The Fj are defined by the left-hand 
side of (10), where we have inserted <,6(A;{U}) for <,6. We 
have thus reduced our fixed-point problem in R'" + to a 
fixed-point problem in the affine space 1 EDR,,-I. We now 
show that there exists a monotonously decreasing iterational 
sequence {{ u}(n)}El ED R"- I, + , where R"- I. + is the posi­
tive cone of R"- I. Since the F j are bounded below, that se­
quence must converge. The limit is in 1 ED R"- I, + (Appen­
dix B). This then proves the existence of a bounded <,6 (A). 

It is readily shown that 

:~. >0, (17) 
I 

for all i. This together with property (P) of P(s",) implies 
that the zero of P(s",) is shifted toward smaller values with 
increasing Uj • This again by means of ( 11) implies 

a<,6(A;{U}) 0 (18) 
au. <, 

I 

for all i, and consequently 

aF 
I 0 

au· > , 
J 

(19) 

for all i and j, which follows from the definition of the F j • 

Property (19) and the boundedness from below of the F j 

implylS that, in the case where there exist U )0) such that 

U)O) >Fj({U}(O», (20) 

for all i simultaneously, the sequences 

1260 J. Math. Phys., Vol. 29, No.5, May 1988 

U)n+ 1) = F;({u}(n» (21) 

converge monotonously, when starting with a {U}(O) fulfill­
ing (20). [A {U}(O) with the property (20) is called a strict 
supersolution.] The existence of such U )0) can be shown as 
follows. We observe that ~(A;{U}), solving 

S~+I+P(O)=O (22) 

with 

P(O) = -z* I g/A) <0 
j 

Zj=z* 

(23) 

is pointwise smaller than <,6(A;{U}). (Note further that ~ is 
independent of all ~ forwhichzj#z*.) Inserting~(A;{U}) 
instead of <,6(A;{U}) into the left-hand side of (10) yields 
upper bounds P; for the F;. It is then easy to construct U )0) 
with the property 

UjO) >P;({U}(O», (24) 

which then also fulfill (20). Indeed, it suffices to consider 
the special case where all UjO) have the same value, W. We 
then have to find a W that obeys 

W>P;({W}), (25) 

for all i. When written explicitly, (25) reads 

(26) 

for all i. The r; are fixed numerical factors (independent of 
W) andread 

r, ~ L exP(Z,epU,A+' ~ 'kN,-' 
Zj= z* 

X exp lep(u, + z,u,)A ) j- ,/,~ + " d'r. (27) 

Because of ( 14) the right-hand side of (26) increases slower 
than linearly with W. This means that a supersolution is 
given by choosing 

W {r(ZO + 1)/(z* + 1 - Zi)} > max j . 
j 

This completes the existence part of the proof. 

(28) 

Proof. (b) Uniqueness of the solution: It suffices to show 
that the solutions of (8) define the stationary points of a 
strictly convex functional (over a suitable function space). 
The quasineutrality condition (8) can be derived from a 
variational principle 

8",J= 0 (29) 

with 

J [<,6] = I NskBTln r exp( - qsP(<,6 - usA»)d 2r. (30) 
s JD 

This means that J is stationary for <,6 being a solution of (8). 
Because of the overall neutrality of the plasma, i.e., 

I Nsq. =0, (31) 

which follows from (8), the functional J[ <,6] has the invari­
ance property 

(32) 
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for ¢ = const, which is easily shown. Moreover, J is convex: 
Consider the straight line in function space 

t,6-t=(1-A)t,6(1) + At,6(2), (33) 

wheret,6(1) andt,6(2) areboundedandAElR. Inserting (33) for 
t,6 into (30) yields a function of A, 

J [t,6-t] = G(A). (34) 

Since t,6 -t and A are bounded, G(A) is an arbitrarily differen­
tiable function. lhe second derivative of G reads 

d 2G A 2 
dA2 = ~N.rf.{J«1/1- (1/1)s) )s, 

where 

1/1=t,6(2) - t,6(\). 

The angular brackets denote the averages 

fDlexp( - qs{J(t,6 - usA»)d 2r 
(I). = fD exp( - Qs{J(t,6 - usA»)d 2r 

with t,6 = t,6 -t. Obviously 

d
2
G ;;;.0. 

dA2 

(35) 

(36) 

(37) 

(38) 

The equality sign in (38) holds iff 1/1=¢ = const, consistent 
with (32). Result (38) means that J is convex over the func­
tion space of real-valued bounded functions on D, and strict­
ly convex over any subspace for which 1/1=/= const. Fixing ¢ by 
means of a convenient gauge, e.g., ( 15), this implies 19.20 that 
there can exist at most one solution of (8). 

That completes the proof. 

IV. CONCLUDING REMARKS 

It has been shown that in the special but important case 
of isothermal plasmas consisting of electrons and several po­
sitively charged ion species there exists a unique form p(A) 
for the pressure p. The restriction to one negatively charged 
species was made for convenience, and that seems to be the 
most relevant case. The inclusion of more than one negative­
ly charged particle species is no problem and requires only 
moderate changes. (Note that the uniqueness proof makes 
no use of the assumption that only electrons are present.) 
Future investigations have to show what conditions more 
general distribution functions must fulfill in order to share 
that property with the isothermal systems. In that sense this 
paper is a first step in that direction. 

Concerning the directly related problem of finding solu­
tions ofthe system (8) and (9) in practice, the proof given in 
Sec. III is of value, too, since the proof is constructive. For 
example, consider a hydrogen plasma, i.e., a plasma consist­
ing of electrons (index e) and protons (index p) only. The 
solution of (8), or (13), then reads 

t,6(A) = [(up + ue)/2] A + ¢. (39) 

This leads to 

p(A) = 2NekB T exp(A lAo) 2 ' 

f D exp(A I Ao)d r 
(40) 

where 

Ao = 2(f3e(up - Ue»-I. (41) 
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This results l7 in 

_ ~ = e(u - u )N exp(A lAo) . (42) 
Po pee fD exp(A IAo)d2r 

Thus the relationp(A)-exp(AIAo), which is a common 
choice in MHD (see Sec. I), comes out as a special case of 
Eqs. (8) and (9). For alternative approaches concerned 
with a derivation of that relation between p and A, see Refs. 
21 and 22. 

As a second, more complicated example, consider a 
three species plasma consisting of electrons (index e), pro­
tons (index p ), and a further singly charged ion species (in­
dex i). Because of the gauge invariance of (8) and (9) (cf. 
the remark at the end of Sec. II) we can choose a special 
gauge such that the three normalizing integrals Ue,P,j have 
the same value U. The solution of (8) is then 

t,6(A) = (kBTI2e)ln(vexp(e{J(up +ue)A) 

+ (1- v)exp(e{J(u j + ue)A», (43) 
........ A A A 

where v = Npl Ne and 1 - v = N;I Ne. This results in23 

p(A) = 2NekB TU -l(V exp(2A lAo) 

+ (1 - v)exp(2aA lAo) )1/2, (44) 

where 

a = (uj - ue)/(up - ue). (45) 

In the limit v -+ 1 this expression reduces to (40), as should 
be the case. 

It can be expected that because of the complexity of (8) 

and (9) explicit analytical solutions will be possible only in 
exceptional cases. 17.23 In general a numerical treatment will 
be required. In cases where (8) can be solved in closed form 
for t,6(A), e.g., Eqs. (39) and (43), the numerical effort is at 
least reduced as compared to the cases where t,6 (A) cannot be 
obtained explicitly analytically. In the latter cases, the 
uniqueness-existence proof for t,6 (A) given here provides an 
algorithm that might playa useful role as part of a general 
numerical solution procedure of (8) and (9). 
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APPENDIX A: PROOF OF THE LEMMA 

Proof: The existence of a positive zero follows immedi­
ately from 

lim pes) = + 00 (AI) 
5= ao 

and 

(A2) 

and the continuity of polynomials. The uniqueness of that 
zero can be shown, for instance, by reductio ad absurdum: 
Assume there exist at least two positive zeros of P(s). Then 
the mean-value theorem of elementary calculus in connec-
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tion with property (P) guarantees that the derivative P' (5) 

has at least three positive zeros. Again due to (P) the second 
derivative P "(5) must have three positive zeros and so on 
until we arrive at the statement that a polynomial of degree 
two must have three positive zeros, which is impossible. 
That proves the Lemma. 

APPENDIX B: PROOF OF U,(cc) > 0 

A positive limit of (21) for all i is a necessary and suffi­
cient criterion for a bounded t/J (A) to exist. The boundedness 
from below of the F j by 0 suffices to prove convergence of 
(21), starting with U~O) = W [Eq. (28)] for all i, but is 
insufficient to prove a positive limit of (21). Ifthere would 
exist positive lower bounds of the Fj it would immediately 
follow that a positive limit of (21) exists; however, 0 is the 
infimum ofthe Fj • Hence we need another idea. 

The existence of a positive limit of (21) can be estab­
lished 18 by showing that there exist subsolutions in addition 
to the supersolutions. In the following, we denote a subsolu­
tion of ( 16) by Uj and a supersolution by U j. A Uj is called a 
subsolution iff -

Uj.;;;F; ({~}), 

whereas a supersolution Uj fulfills 

Uj;;;.Fj({U}) 

(B1) 

(B2) 

[cf. Eq. (20) and text below (21)]. If subsolutions and su­
persolutions of (21) exist simultaneously for all i, with 
!!.j .;;; Uj ' the following relations hold 18: 

Uj';;;U~cc)';;;Uj' (B3) 

for all i. The existence of positive Uj is shown below. [Note 
that 0 is a subsolution of ( 16); however, it corresponds to an 
everywhere unbounded "solution" t/J(A), which is unphysi­
cal.] 

Prool It suffices to prove the existence of any special 
subsolution, i.e., a subsolution having any convenient form 
we like. Therefore, in the following we introduce a param­
eter VeR + and consider a one-parameter sequence 
{U} ( V) e 1 EB RO" - I, + with the special form 

Uj ( V) = 0 z ( V), for Zj = z, 

with 0 z (V)eR+. We assume further that 

0 z (V)--+O+, for V--+O+ 

(B4) 

(B5) 

for all z. The 0 z (V) will be specified below. We now show 
that one can find subsolutions {U} ( V) for V --+ 0+ , provided 
the 0 z (V) are chosen suitably. 

The Fj are now obtained by means of the solution 5 ~ V) of 

P(V)(s",) =0, (B6) 

whereP (V) (s",) is the polynomial P(s", ) as given by the left­
hand side of (13) for {U} = {U}( V), as given by (B4). We 
have 

z* 

P(V)(s",) =S~+I- L zs~-Z(0z(V»)-1 L hj(A), 
Z= 1 ; 

where the hi are defined by 

hi(A) = Ujgj(A). 
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(B7) 

(B8) 

Because of (12), the hj are independent ofthe Uj, i.e., inde­
pendent of V. Equation (B5) guarantees that the solution 
S ~ V) tends to infinity as V --+0+. We now fix the 0 z (V) by 
setting 

s~V)(A) = v-all (A) (B9) 

with a> 0 (see below), and obtain 

(B1O) 

where the {}z are arbitrary positive constants (independent 
of V). Obviously, (B5) is fulfilled. For simplicity we choose 

(}z = 1, (Bll) 

for all z. The function ll(A) is the unique solution (cf. Ap­
pendix A) of 

z* 

1lz* + I - L Zllz* - z L h j (A) = o. (B12) 
z= 1 ; 

z;=z 

The F; ({ u} ( V ) ) are then given by 

Fj({U}(V») = KY
az

" (B13) 

where the K j are fixed numerical factors, given by 

K j = L exp(zj e!3u jA)(ll(A») -z, d 2r. (B14) 

In order to obtain subsolutions we now have to find V such 
that 

0 z (V) ';;;F;({U}( V») (B15) 

for all i with Zj = Z and for all Z simultaneously. By means of 
(B1O), (Bll), and (B13) the V have to fulfill 

(B16) 

for all i with Zj = Z and for aU Z simultaneously. Clearly, 
(B16) is fulfilled for 

V.;;; (min Kj)lla, 
j 

(B17) 

where a is indeed arbitrary, provided a> O. For simplicity, 
one can choose a = 1. 

That proves the existence of a positive limit of (21) for 
each i. 

A final remark seems necessary, concerning the overall 
neutrality of the plasma [Eq. (31)]. Note that (31) did not 
enter the existence proof of a fixed point in 1 EB RO"-I, + of 
( 16). On the other hand, a plasma with a net total charge, 
i.e., for which (31) does not hold, cannot be quasineutral 
since an everywhere vanishing charge density cannot gener­
ate a net charge, which is trivial. It is indeed easily verified 
that, upon integrating (8), Eq. (31) is a necessary condition 
for (8) to have a solution. This seemingly paradoxical situa­
tion is resolved by noting Eq. ( 15). Let the Uj be solutions of 
( 16), obtained with Ue replaced by 1 everywhere in the gj 
[Eq. (12)]. Upon inserting the corresponding t/J(A;{U}) 
into the left-hand side of (10), Eq. (15) then yields an equa­
tion for the Ns • It can be readily shown that (15) can be 
fulfilled if and only if (31) holds. 
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Addendum: On Geroch's limit of space-times and its relation to a new 
topology in the space of Lie groups [J. Math. Phys. 28, 1928 (1987)] 

Hans-JOrgen Schmidt 
Central Institute for Astrophysics, Academy of Sciences of the GDR, DDR-1591 Potsdam, 
R.-Luxemburg-Str. 17a, German Democratic Republic 

(Received 1 December 1987; accepted for pUblication 16 December 1987) 

My attention has been directed to Refs. 1-3, which 
should now be honored. 

In Ref. 1 §6 ("Examples of kinematic systems") the 
topology in the space of Lie groups is already defined. Segal 
gets as a result that a compact semisimple Lie group is not a 
limiting case of any non isomorphic Lie algebra. 

In Refs. 2 and 3 and many subsequent papers, not the 
full topology but its restriction to two-point subsets of the 
space of Lie groups has been considered frequently: A Lie 
group G can be contracted (or deformed) to another Lie 
group H, if the constant sequence G converges to H in the 
Segal topology.! 

The most often used application of this concept is from 
Segall: One physical theory is a limiting case of another one 
if the underlying Lie groups are2 (e.g., Lorentz group - Ga­
lilean group); each Lie group can be contracted to the Abe­
lian Lie group, thus each quantum theory possesses a classi­
cal limit. I 

Further, there exist nontrivial relations between the Se­
gal topology and the set of representations of the respective 
groups.3 

In the context of the present topic one should also note 
Refs. 4 and 5 for similar questions within more general alge-

bras and Refs. 6 and 7, where the limits de Sitter-Min­
kowski space-time and mass-O have been considered. 
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cipal tolerances. 

"See B. Binegar, C. Fronsdal, and W. Heidenreich, Ann. Phys. (NY) 149, 
254 (1983), for de Sitter QED. 

7See M. Fiato, D. Stemheimer, and C. Fronsdal, Commun. Math. Phys. 90, 
563 (1983), for difficulties with massless particles. 

1264 J. Math. Phys. 29 (5), May 1988 0022-2488/88/051264-01 $02.50 @ 1988 American Institute of Physics 1264 



                                                                                                                                    

ERRATUM 

Erratum: The Lorentz group and the Thomas precession. II. Exact results for 
the product of two boosts [J. Math. Phys. 27, 157 (1986)] 

N. A. Salingaros 
Division of Mathematics, The University of Texas, San Antonio, Texas 78285 

(Received 2 February 1988; accepted for publication 17 Feburary 1988) 

In a recent article, I Baylis and Jones uncovered two er­
rors in the work2 of the author. The first error was corrected 
in an Erratum.3 The second error, however, has implications 
of a fundamental nature that need to be cleared up. 

Two successive Lorentz boosts by boost vectors a and b 
are equivalent to a single boost by a net vector s, along with a 
spatial rotation by the Wigner angle 9 [from Eqs. (12) and 
( 13) of Ref. 2]. The order of operations is from right to left: 

lL(b) VlL(a) = R(9) VlL(s), (1a) 

lL(a) VlL(b) = lL(s) VR( - 9). (lb) 

An additional correction angle appeared to result from 
calculating the combination (1) in the four-dimensional 
Clifford algebra2 compared to the equivalent calculation in a 
three-dimensional Clifford algebra. I.4-1O It turns out that 
there is no additional correction angle, and so cI» = 0, d = s, 
and V d = Vs in Refs. 2 and 3. It is important to point out 
that this error was not due to the failure of the Clifford alge­
bra method, but to an oversight by this author. 

The situation is now clear, following the checking of the 
calculations of Ref. 2 by Baylis and Jones. I The very disturb­
ing consequences of an additional correction angle men­
tioned in Ref. 3 are no longer an issue. Combinations of Lor­
entz transformations do not depend upon the dimensionality 
of the Clifford algebra. Also, there is exact symmetry in the 
order of two noncolIinear boosts in the sense outlined in 
Ref. 1. 

I would now like to discuss something that did not ap­
pear in Ref. 2. A very elegant result, that three boosts can, in 
a special case, result in no rotation correction, is noted in 
Ref. 1. The following expression follows immediately from 
multiplying (la) and (lb): 

lL(a) VlL(2b) VlL(a) = lL(2s). (2) 

This result is not generally known, despite its simplicity. 
The Wigner angle cancels when boosting by the same vector 
before and after. Nevertheless, the fact that the net boost 2s 
in (2) is given by the standard combination of two boosts a 

and b (1) was overlooked; Baylis and Jones' calculate in­
stead the analogous expression 

lL(!b) VlL(a) VLqb) = lL(e), (3) 

where e is not directly related to s. The rather complicated 
expression for e [see Eqs. (36) and (37) in Ref. 1] obscures 
the simple elegance of the result given by Eq. (2). 

In concluding, the boost and Wigner rotation param­
eters are presented again for clarification. Unfortunately, 
the unit vectors in V s were not printed in Eq. (33) of Ref. 2. 
Also, Vs is not given explicitly in Ref. 1, and a reader might 
easily mistake Eq. (27b) of Ref. 1 for V s' From Eqs. (41), 
(42b), and (42c) of Ref. 2, 

VaXVb 
9 = 2 arctan ~, 

/VaXVb/ 

YaYb/VaXVb/ 
~= , Ys=YaYb(l+Va·Vb), 

I+Ya+Yb+Ys A A (4) 

V = Va + (Vb/Ya) + (l - lIYa )(Vb·Va )Va 
s I+Va.Vb 

Va + Vb + (l - lIYa )(Vb XVa ) XVa 

1 + Va·Vb 

'w. E. Baylis and G. lones, 1. Math. Phys. 29, 57 (1988). 
2N. A. Salingaros, 1. Math. Phys. 27, 157 (1986). 
3N. A. Salingaros,I. Math. Phys. 28, 492 (1987). 
4A. 1. Macfarlane, 1. Math. Phys. 3, 1116 (1962). 
'H. A. Farach, Y. Aharonov, C. P. Poole, and S. I. Zanette, Am. 1. Phys. 
47,247 (1979). 

61. D. Hamilton, Can. 1. Phys. 59, 213 (1981). 
'C. B. van Wyk, Am. 1. Phys. 52, 853 (1984). 
MA. Ben-Menahem, Am. 1. Phys. 53, 62 (1985). 
9M. Rivas, M. A. Valle, and 1. M. Aguirregabiria, Eur. 1. Phys. 7, I (1986). 
lOA. C. Hirshfeld and F. Metzger, Am. 1. Phys. 54, 550 (1986). 
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